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Abstract

Efficient recovery of sparse signals from underdetermined linear systems has received lots of attentions in recent decade. This paper considers the stable recovery of a signal $x$, which is not $k$-sparse itself but is $k$-sparse in terms of a tight frame $D$, from the observations $y = Ax + e$. Three unconstrained minimization approaches will be studied. We show that if the sensing matrix $A$ satisfies the restricted isometry property adapted to a tight frame $D$ with $\delta_{tk} < \sqrt{t-1/t}$ for any $t > 1$, then these three approaches can stably recover $x$. As a consequence, when $t = 2$ and 3, our result significantly improves existing best sufficient conditions in terms of $\delta_{2k}$ and $\delta_{3k}$. Moreover, we theoretically characterize the recovery error of these methods.
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I. INTRODUCTION

ONE of the central aims of compressed sensing is to efficiently recover sparse signals from underdetermined linear systems. Mathematically, it recasts to recover an unknown sparse signal $x \in \mathbb{R}^n$ from the following linear measurements:

$$y = Ax + e,$$

where $y \in \mathbb{R}^m$ is a measurement vector, $A \in \mathbb{R}^{m \times n}$ ($m \ll n$) is a known sensing matrix and $e \in \mathbb{R}^m$ is a vector of measurement errors.

If the signal $x$ is $k$-sparse, i.e., it has at most $k$ nonzero entries, then under some suitable conditions on the sensing matrix $A$, $x$ can be stably recovered via some efficient sparse recovery algorithms, see, e.g., [1]–[17]. The theory for the sparse recovery has been extended to the setting of sparse dictionary recovery motivated by numerous practical applications, e.g. [18], [19]. That is, $x$ in (1) is no longer sparse itself, but it is sparse in terms of an overcomplete dictionary $D \in \mathbb{R}^{n \times d}$ with $d >> n$, i.e. the signal $x$ is expressed as $x = Dv$, where $v \in \mathbb{R}^d$ is sparse. Many sparse recovery results for (1) have been extended to the sparse dictionary recovery setting. See, e.g., [20]–[23] and references therein.

In this paper, we assume $D \in \mathbb{R}^{n \times d}$ ($d \geq n$) is a tight frame, i.e., $\|D_i\|_2 = 1$ for $1 \leq i \leq n$, and for any $w \in \mathbb{R}^n$, it holds that $w = \sum_{i=1}^d (w^T D_i) D_i$, where $D_i$ is the $i$-th column of $D$. We refer to [24] for basic theory on tight frame. We say $x$ is sparse in terms of an overcomplete dictionary if $x = Dv$ and $v \in \mathbb{R}^d$ is sparse. One of the most commonly used frameworks to recovery sparse dictionary is the restricted isometry property adapted to $D$ (D-RIP) [22] which is defined as follows:

**Definition 1.** A matrix $A \in \mathbb{R}^{m \times n}$ is said to obey the restricted isometry property adapted to $D \in \mathbb{R}^{n \times d}$ (abbreviated D-RIP) of order $k$ with constant $\delta_k$ if

$$ (1 - \delta_k) \|Dv\|_2^2 \leq \|ADv\|_2^2 \leq (1 + \delta_k) \|Dv\|_2^2 $$

(2)
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holds for all \( k \)-sparse vectors \( \mathbf{v} \in \mathbb{R}^d \). The smallest constant \( \delta_k \) is called as the the restricted isometry constant adapted to \( D \) (abbreviated D-RIC).

From Definition 1, one can easily see that the D-RIP reduces to the standard RIP when \( D \) is the \( n \times n \) identity matrix. Thus, the D-RIP is an extension of the restricted isometry property (RIP). Similar to the definition of the standard RIP of order \( k \) in [25], we define \( \delta_k \) as \( \delta_{\lfloor k \rfloor} \) when \( k \) is not an integer, where \( \lfloor k \rfloor \) is an integer satisfying \( k < \lfloor k \rfloor < k + 1 \). In the rest of the paper, we use \( \delta_k \) to denote the D-RIC of \( A \) with order of \( k \).

The following constrained analysis basis pursuit has been proposed in [22] to reconstruct the signal \( x \) from (1), where \( e \) satisfies \( \|e\|_2 \leq \varepsilon \) for a positive constant \( \varepsilon \):

\[
\min_{\mathbf{z} \in \mathbb{R}^n} \|D^\top \mathbf{z}\|_1 \quad \text{subject to} \quad \|A\mathbf{z} - y\|_2 \leq \varepsilon.
\]

This method has been well studied and a number of sufficient conditions of stably recovering \( x \) have been proposed. These include \( \delta_{2k} < 0.08 \) [22], \( \delta_{2k} < 0.2 \) [26], \( \delta_{2k} < 0.472 \) [23], \( \delta_{2k} < 0.4931 \) [27] and \( \delta_{2k} < \frac{\sqrt{2}}{2} \) [28].

In addition, the following unconstrained analysis based approach, which is widely used in image processing and computer vision [29]–[31], has been considered:

\[
\min_{\mathbf{z} \in \mathbb{R}^n} \lambda \|D^\top \mathbf{z}\|_1 + \frac{1}{2} \|A\mathbf{z} - y\|^2_2,
\]

where \( \lambda \) is a positive parameter. The unconstrained analysis approach (4) is equivalent to the analysis-based method (3) in the sense that for any \( \varepsilon > 0 \), there exists a \( \lambda \) such that the solution of (4) is that of (3), and vice versa. It is well known that since (4) is an unconstrained minimization, the computation of (4) is more convenient than that for (3). In addition, if the noise level is not given or cannot be accurately estimated, we use (4) instead of (3). See [32] for the more detailed relation between (3) and (4). An overview of (4) can be found in [33].

It has been shown in [34] and [35] that \( \delta_{3k} < \frac{1}{4} \) and \( \delta_{2k} < 0.1907 \), are sufficient for the stable recovery of the signal \( x \) via the approach (4) if

\[
\|D^\top A^\top e\|_{\infty} \leq \frac{\lambda}{2}.
\]

The best existing sufficient condition, which is based on \( \delta_{2k} \) for stably recovering \( x \) via (4) is \( \delta_{2k} < 0.2 \) that was proposed by Shen et al. in [36].

Many efficient algorithms have been proposed to solve the unconstrained analysis problem (4), see, e.g., [35], [37]–[39]. In particular, Zhao et al. [35] considered the monotone version of the fast iterative shrinkage-thresholding algorithm to solve the minimization problem (4). But the proximal operator of this algorithm for \( \|D^\top x\|_1 \) does not have a closed-form solution, so based on smoothing and decomposition transformations, the following general nonsmooth convex optimization problem was introduced to recover \( x \) in [35]:

\[
\min_{\bar{\mathbf{z}} \in \mathbb{R}^n, \mathbf{x} \in \mathbb{R}^d} \lambda \|\mathbf{z}\|_1 + \frac{1}{2} \|A\bar{\mathbf{z}} - \mathbf{y}\|^2_2 + \frac{\rho}{2} \|\mathbf{z} - D^\top \bar{\mathbf{z}}\|_2^2.
\]

More detailed discussions on the relation between (6) and (4) can be found in [35]. It has been respectively shown in [35] and [36] that \( \delta_{2k} < 0.1907 \) and \( \delta_{2k} < 0.2 \) is a sufficient condition of stably recovering the signal \( x \) from (1) via the method (6) when \( e \) satisfies (5).

Although (4) and (6) can stably recover \( x \) from (1) when \( A \) satisfies the D-RIP with certain D-RIC if \( e \) satisfies (5), they may not be able to stably recover \( x \) based on \( y \) and \( A \) if the measurements \( y \in \mathbb{R}^m \) are corrupted by both the bounded noise \( e_1 \in \mathbb{R}^m \) and the sparse noise \( e_2 \in \mathbb{R}^m \) in term of certain tight frame \( D_2 \in \mathbb{R}^{mxd} \) (i.e., \( \|D_2 e_2 - (D_2 e_2)_{\max(s)}\|_2 = 0 \) for some integer s) [40], that is

\[
y = Ax + e_1 + e_2.
\]
In order to recover signals \( x \) in (7), the following separation unconstrained analysis has been introduced in [34]:

\[
\min_{\tilde{\nu} \in \mathbb{R}^{n+m}} \lambda \| W^T \tilde{\nu} \|_1 + \frac{1}{2} \| \Phi \tilde{\nu} - y \|_2^2,
\]

(8)

where

\[
\Phi = [A \ I_m], \; \nu = \begin{bmatrix} x \\ e_2 \end{bmatrix}, \; W = \begin{bmatrix} D_1 & 0 \\ 0 & D_2 \end{bmatrix}.
\]

(9)

It has been shown that the conditions \( \delta_{3(k+s)} < \frac{1}{3} \) [34] and \( \delta_{2(k+s)} < 0.2 \) [36] can guarantee the stable recovery of the signal \( x \) in (7) via the approach (8) if \( e_1 \) satisfies

\[
\| W^T \Phi^T e_1 \|_\infty \leq \frac{\lambda}{2},
\]

(10)

where \( W \) is defined in (9).

Since there are efficient algorithms for solving (4), (6) and (8), we shall focus on theoretically investigating sufficient conditions of stable recovering \( x \) with these three approaches in this paper. From the above introduction, we can see that sufficient conditions can be characterized by using \( \delta_{2k} \) and \( \delta_{3k} \). Since it is usually difficult to check which condition is better than the other one for any two conditions which are based on two different orders of D-RIP of \( A \), our paper will use \( \delta_{tk} \) \( (t > 1) \) to characterize new sufficient conditions. One of the main advantages is that the proposed conditions are valid for any order of D-RIP with \( t > 1 \), and hence the new conditions are more general. The main contributions of this paper are summarized as follows:

- We will show that if \( A \) in (1) satisfies the D-RIP of order \( tk \) with

\[
\delta_{tk} < \sqrt{\frac{t-1}{t+8}}, \quad t > 1,
\]

(11)

then signals \( x \) in (1) can be stably recovered via solving (4) or (6) if \( e \) satisfies (5) (see Theorem 1 and Theorem 3 below). It is not hard to see that, when \( t = 2 \), (11) significantly improves the best existing \( \delta_{2k} \)-based sufficient condition which is \( \delta_{2k} < 0.2 \) given by [36, Theorem 3] for (4) and [36, Theorem 5] for (6). Moreover, (11) with \( t = 3 \) greatly improves the best existing sufficient condition based on \( \delta_{3k} \), which is \( \delta_{3k} < \frac{1}{3} \) given by [34, Theorem 3.1] for (4).

- We will show that if \( \Phi \) (see (9)) satisfies the D-RIP with

\[
\delta_{t(k+s)} < \sqrt{\frac{t-1}{t+8}}, \quad t > 1
\]

(12)

and the noise vector \( e_1 \) in (7) obeys (10), then signals \( x \) in (7) can be stably recovered via solving (8) (see Theorem 4 below). It can be easily check that (12) with \( t = 2 \) and \( t = 3 \) significantly improves existing best sufficient conditions which are \( \delta_{2(k+s)} < 0.2 \) given by [36, Theorem 6] and \( \delta_{3(k+s)} < \frac{1}{3} \) given by [34, Theorem 4.1], respectively.

In order to present our results, we need some notation and definitions. **Notation:** For a positive integer \( d \), \([d]\) denotes the index set \( \{1, 2, \ldots, d\} \). For \( S \subseteq [d] \), let \( S^c \subseteq [d] \) be the complement of \( S \) and \(|S|\) be the number of elements in \( S \). For a vector \( x \in \mathbb{R}^d \), define the \( \ell_p \) \((1 \leq p \leq \infty)\) norm of \( x \) by \( \|x\|_p = (\sum_{i=1}^d |x_i|^p)^{1/p} \) with \( 1 \leq p < \infty \) and \( \|x\|_\infty = \max_{i \in [d]} |x_i| \). The norm \( \|x\|_0 \) denotes the number of nonzero entries of \( x \). The support of \( x \) is defined by \( \text{supp}(x) = \{i \in [d] : x_i \neq 0\} \). For a set \( S \subseteq [d] \), denote \( D_S \) as \( D \) with all but the columns indexed by \( S \) set to zero vector. Denote \( x_S \) as \( x \) with all but the entries indexed by \( S \) set to zero. Let \( x_{\max(k)} \) as \( x \) with all but the largest \( k \) entries in absolute value set to zero, and \( x_{-\max(k)} = x - x_{\max(k)} \).

The rest of the paper is organized as follows. In Section II, we first introduce some technical lemmas. We present our main results in Section III and show them in Section IV. Finally, we summarize the results in this paper in Section V.
II. TECHNICAL LEMMAS

To prove our main results, let us start with some useful technical lemmas. We will use the following results established in [10, Lemma 1.1].

**Lemma 1.** For a positive number $\alpha$ and a positive integer $s$, define the polytope $T(\alpha, s) \subset \mathbb{R}^d$ by

$$T(\alpha, s) = \{ v \in \mathbb{R}^d : \|v\|_\infty \leq \alpha, \|v\|_1 \leq s\alpha \}.$$ 

For any $v \in \mathbb{R}^d$, define the set of sparse vectors $U(\alpha, s, v) \subset \mathbb{R}^d$ by

$$U(\alpha, s, v) = \{ u \in \mathbb{R}^d : \text{supp}(u) \subseteq \text{supp}(v), \|u\|_0 \leq s, \|u\|_1 = \|v\|_1, \|u\|_\infty \leq \alpha \}.$$  

(13)

Then any $v \in T(\alpha, s)$ can be expressed as

$$v = \sum_{i=1}^{N} \lambda_i u_i$$

for some positive integer $N$, where $u_i \in U(\alpha, s, v)$ and

$$\sum_{i=1}^{N} \lambda_i = 1 \text{ with } 0 \leq \lambda_i \leq 1.$$  

(14)

Next we need a null space property. That is, the matrix $A$ has the $\ell_2$-robust null space property of order $k$ if it satisfies the D-RIP. See [41, Definition 3].

**Lemma 2.** Let $D \in \mathbb{R}^{n \times d}$ satisfy $DD^\top = I$ and $A \in \mathbb{R}^{m \times n}$ satisfy the D-RIP of order $tk$ ($t > 1$) with $\delta_{tk} \in (0, 1)$. Let $T \subseteq [d]$ be an index set with $|T| \leq k$. Then for any vector $h \in \mathbb{R}^n$, it holds that

$$\|D_T^\top h\|_2 \leq \beta_1 \|Ah\|_2 + \beta_2 \frac{\|D_T^\top h\|_1}{\sqrt{k}},$$  

(15)

where

$$\beta_1 = \frac{2}{(1 - \delta_{tk})\sqrt{1 + \delta_{tk}}}, \quad \beta_2 = \frac{\delta_{tk}}{\sqrt{(1 - \delta_{tk}^2)(t - 1)}}.$$  

(16)

**Proof.** This is a critical results. We include a proof in this paper. See Appendix A. \qed

In fact, Lemma 2 is a nontrivial improvement of [36, Lemma 1] as the proof is based on Lemma 1. More precisely, [36, Lemma 1] indicates that if $A \in \mathbb{R}^{m \times n}$ satisfies the D-RIP of order $2k$ with $\delta_{tk} \in (0, 0.5)$, then

$$\|D_T^\top h\|_2 \leq \bar{\beta}_1 \|Ah\|_2 + \bar{\beta}_2 \frac{\|D_T^\top h\|_1}{\sqrt{k}},$$  

where

$$\bar{\beta}_1 = \frac{\sqrt{1 + \delta_{2k}}}{1 - 2\delta_{2k}}, \quad \bar{\beta}_2 = \frac{\delta_{2k}}{1 - 2\delta_{2k}}.$$  

(17)

From Lemma 2, one can see that (15) holds if $A$ satisfy the D-RIP of order $tk$ for any $t > 1$, thus it is an extension of [36, Lemma 1]. In the following, we will show that although $\beta_1 \geq \bar{\beta}_1$ when $0 < \delta_{2k} \leq 2 - \sqrt{3}$, $\beta_2 < \bar{\beta}_2$ holds for all $\delta_{2k} \in (0, 0.5)$ when $t = 2$. Thus, Lemma 2 improves [36, Lemma 1] when $t = 2$.

By (16), when $t = 2$

$$\beta_1 = \frac{2}{(1 - \delta_{2k})\sqrt{1 + \delta_{2k}}}, \quad \beta_2 = \frac{\delta_{2k}}{\sqrt{1 - \delta_{2k}^2}}.$$  

(18)
Fig. 1. The rates $\beta_1/\beta_1$ and $\beta_2/\beta_2$ versus $\delta_{2k}$ show that $\beta_2$ is always smaller than $\beta_2$ and $\beta_1$ is smaller than $\beta_1$ when $\delta_{2k}$ is larger enough.

In the following, we compare $\beta_1$ with $\bar{\beta}_1$ and $\beta_2$ with $\bar{\beta}_2$. By (17), (18) and the fact that $\delta_{2k} \in (0, 0.5)$, it is not hard to show that

$$0 < \frac{\beta_1}{\bar{\beta}_1} = \frac{2}{(1 - \delta_{2k})\sqrt{1 + \delta_{2k}}} \cdot \frac{1 - 2\delta_{2k}}{\sqrt{1 + \delta_{2k}}} = \frac{2(1 - 2\delta_{2k})}{1 - \delta_{2k}^2} < 2,$$

$$0 < \frac{\beta_2}{\bar{\beta}_2} = \frac{\delta_{2k}}{\sqrt{1 - \delta_{2k}^2}} \cdot \frac{1 - 2\delta_{2k}}{\delta_{2k}} = \frac{1 - 2\delta_{2k}}{\sqrt{1 - \delta_{2k}^2}} < 1.$$

To clearly see the relationships between $\beta_1$ and $\bar{\beta}_1$, and between $\beta_2$ and $\bar{\beta}_2$, we show them in Figure 1. From Figure 1 one can see that although $\beta_1/\bar{\beta}_1 > 1$ when $0 < \delta_{2k} \leq 2 - \sqrt{3}$, $\beta_2/\bar{\beta}_2 < 1$ holds for all $\delta_{2k} \in (0, 0.5)$.

To show our main results in the next section, the following lemma is also necessary.

**Lemma 3.** Let $D \in \mathbb{R}^{n \times d}$ satisfy $DD^\top = I_n$ and $S, T \in [d]$ be two index sets with $|S| \leq s$ and $|T| \leq k$. Suppose that for any given vectors $x \in \mathbb{R}^n$ and $h \in \mathbb{R}^n$, it holds that

$$\|D^\top_S h\|_1 \leq a\|D^\top_S h\|_1 + b\|D^\top_T x\|_1 + \beta,$$

(19)

where constants $a, b$ and $\beta$ satisfy $a > 0$, $b \geq 0$ and $\beta \geq 0$. If the matrix $A \in \mathbb{R}^{m \times n}$ satisfies the D-RIP with

$$\delta_{s+c} < \sqrt{\frac{c}{c + a^2 s}}$$

(20)

for certain constant $c > 0$, then

$$\|D^\top_S h\|_2 \leq \frac{1}{\Delta} \sqrt{\left(\frac{2as\delta_{s+c} + \sqrt{2\delta_{s+c}s\Delta}}{2\sqrt{s}}(b\|D^\top_T x\|_1 + \beta) + \sqrt{c(c + a^2 s)(1 + \delta_{s+c})}\|Ah\|_2\right),}$$

(21)

where

$$\Delta = (c + a^2 s)\left(\sqrt{\frac{c}{c + a^2 s}} - \delta_{s+c}\right).$$

(22)

**Proof.** Please see Appendix B.

We remark that to the best of the authors’ knowledge, such kind of result has not been reported in the literature before.

**III. MAIN RESULTS**

In this section, we will show that if $A$ in (1) satisfy the D-RIP of order $tk$ with (11), then signals $x$ in (1) can be stably recovered via solving (4) or (6) if $e$ satisfies (5). We will also prove that if $\Phi$ (see (9)) satisfies the D-RIP with (12), then signals $x$ in (7) can be stably recovered via solving (8) if the noise vector $e_1$ in (7) obeys (10). These sufficient conditions significantly improves existing ones. In addition to give the sufficient conditions, upper bounds on the recovery errors of these three methods will also be presented in this section.
A. A sufficient condition of stably recovering \( x \) with solving (4)

This subsection focuses on investigating the recovery performance of (4), and our main results are stated as in Theorem 1 below which not only provides a sufficient condition of stably recovering \( x \) based on solving (4), but also characterizes the recover errors of this method.

**Theorem 1.** Let \( D \in \mathbb{R}^{n \times d} \) be a tight frame and \( A \) in (1) satisfy the D-RIP of order \( tk \) with (11). Suppose that \( e \) in (1) obeys (5). Then the solution \( \hat{x} \) of (4) satisfies

\[
\|A(\hat{x} - x)\|_2 \leq C_1 \sqrt{k} \lambda + C_2 \frac{\|D^T x\|_{\text{max}(k)}}{\sqrt{k}},
\]

\[
\|\hat{x} - x\|_2 \leq C_3 \sqrt{k} \lambda + C_4 \frac{\|D^T x\|_{\text{max}(k)}}{\sqrt{k}},
\]

where the constants \( C_1-C_4 \) are given precisely as follows:

\[
C_1 = \frac{6}{(1 - \delta_{tk})\sqrt{1 + \delta_{tk}}},
\]

\[
C_2 = \frac{2(1 - \delta_{tk})\sqrt{1 + \delta_{tk}}}{3},
\]

\[
C_3 = \frac{12\sqrt{t - 1}}{(1 - \delta_{tk})\sqrt{t + 8\left(\sqrt{\frac{t-1}{t+8}} - \delta_{tk}\right)}}
\]

\[
C_4 = \frac{4(1 - \delta_{tk}^2)\sqrt{(t+8)(t-1)}}{3} + 24\delta_{tk} + 4\sqrt{2\delta_{tk}(t+8)\left(\sqrt{\frac{t-1}{t+8}} - \delta_{tk}\right)} + 1.
\]

**Proof.** Please see Section IV-A. \( \square \)

In the noise-free case, i.e., when \( e = 0 \), we can choose a \( \lambda \) which is close to 0 such that \( C_3 \sqrt{k} \lambda \) is close to 0. Then Theorem 1 indicates that \( x \) can be approximately estimated by solving (4) if \( \|D^T x\|_{\text{max}(k)} \) is small. Furthermore, from Theorem 1 one can see that \( x \) can be accurately recovered by solving (4) when \( D^T x \) is \( k \)-sparse and \( e = 0 \).

To compare our sufficient condition for stably recovery of signals \( x \) via solving (4) with existing ones, we give the following result for \( t = 2 \) which can be easily obtained from Theorem 1.

**Corollary 1.** Let \( D \in \mathbb{R}^{n \times d} \) be a tight frame and \( A \) in (4) satisfy

\[
\delta_{2k} < \frac{\sqrt{10}}{10}.
\]

If \( e \) in (1) satisfies (5), then the solution \( \hat{x} \) of (4) satisfies

\[
\|A(\hat{x} - x)\|_2 \leq \tilde{C}_1 \sqrt{k} \lambda + \tilde{C}_2 \frac{\|D^T x\|_{\text{max}(k)}}{\sqrt{k}}, \quad \text{and} \quad \|\hat{x} - x\|_2 \leq \tilde{C}_3 \sqrt{k} \lambda + \tilde{C}_4 \frac{\|D^T x\|_{\text{max}(k)}}{\sqrt{k}},
\]

where

\[
\tilde{C}_1 = \frac{6}{(1 - \delta_{2k})\sqrt{1 + \delta_{2k}}}, \quad \tilde{C}_2 = \frac{2(1 - \delta_{2k})\sqrt{1 + \delta_{2k}}}{3},
\]

\[
\tilde{C}_3 = \frac{12}{(1 - \delta_{2k})(1 - \sqrt{10}\delta_{2k})},
\]

\[
\tilde{C}_4 = \frac{4\sqrt{10}(1 - \delta_{2k})^2}{3} + 24\delta_{2k} + 4\sqrt{2\delta_{2k}(\sqrt{10} - 10\delta_{2k})} \frac{1}{\sqrt{10} - 10\delta_{2k}} + 1.
\]
Let \( \mathbf{A} \in \mathbb{R}^{n \times d} \) be a tight frame and \( \mathbf{A} \) in (4) satisfy
\[
\delta_{2k} < 0.2.
\]
If \( \mathbf{e} \) in (1) satisfies (5), then the solution \( \hat{x} \) of (4) satisfies
\[
\| \mathbf{A}(\hat{x} - x) \|_2 \leq \bar{C}_1 \sqrt{k} \lambda + \bar{C}_2 \frac{\| (\mathbf{D}^\top \mathbf{x})_{-\text{max}(k)} \|_1}{\sqrt{k}} \quad \text{and} \quad \| \hat{x} - x \|_2 \leq \bar{C}_3 \sqrt{k} \lambda + \bar{C}_4 \frac{\| (\mathbf{D}^\top \mathbf{x})_{-\text{max}(k)} \|_1}{\sqrt{k}},
\]
where
\[
\bar{C}_1 = \frac{3\sqrt{1 + \delta_{2k}}}{1 - 2\delta_{2k}}, \quad \bar{C}_2 = \frac{4(1 - 2\delta_{2k})}{3\sqrt{1 + \delta_{2k}}},
\]
\[
\bar{C}_3 = \frac{3(1 + \delta_{2k})(7 - 12\delta_{2k})}{2(1 - 2\delta_{2k})^2(1 - 5\delta_{2k})}, \quad \bar{C}_4 = \frac{46 - 62\delta_{2k}}{15(1 - 5\delta_{2k})(1 - 2\delta_{2k})} + \frac{8}{5}.
\]

Since \( \sqrt{10}/10 \approx 0.3162 \), by (29) and (33), one can easily see that our new D-RIP condition on \( \mathbf{A} \) is less restrictive than that given by (33). To clearly see the upper bounds on the recovery error, we draw Figure 2 to show \( \bar{C}_1/\bar{C}_1, \bar{C}_2/\bar{C}_2, \bar{C}_3/\bar{C}_3 \) and \( \bar{C}_4/\bar{C}_4 \). From Figure 2 (a), we can see that although \( \bar{C}_1/\bar{C}_1 > 1 \) for \( 0 \leq \delta_{2k} < 0.2 \), \( \bar{C}_2/\bar{C}_2 < 1 \) for \( 0 \leq \delta_{2k} < 0.2 \). Figure 2 (b) shows that both \( \bar{C}_3/\bar{C}_3 < 1 \) and \( \bar{C}_4/\bar{C}_4 < 1 \) hold when \( 0.05 \leq \delta_{2k} < 0.2 \). Since \( \bar{C}_1 \) is always larger than \( \bar{C}_2 \) when \( 0 \leq \delta_{2k} < 0.2 \), how to improve the upper bound on \( \| \mathbf{A}(\hat{x} - x) \|_2 \) by decreasing \( \bar{C}_1 \) will be investigated in the future.

**B. A sufficient condition of stably recovering \( x \) with solving (6)**

The recovery performance of (6) for recovering signals \( x \) can be characterized by the following theorem.

**Theorem 3.** Let \( \mathbf{D} \in \mathbb{R}^{n \times d} \) be a tight frame and the matrix \( \mathbf{A} \) in (1) satisfy (11). If \( \mathbf{v} \) in (1) obeys (5), then the solution \( \hat{x} \) of (6) satisfies
\[
\| \mathbf{A}(\hat{x} - x) \|_2 \leq C_1 \sqrt{k} \lambda + C_2 \frac{\| (\mathbf{D}^\top \mathbf{x})_{-\text{max}(k)} \|_1}{\sqrt{k}} + \frac{1}{C_1} \frac{\lambda d}{\sqrt{k} \rho},
\]
\[
(\text{a}) \quad \bar{C}_1/\bar{C}_1 \quad \text{and} \quad \bar{C}_2/\bar{C}_2
\]
\[
(\text{b}) \quad \bar{C}_3/\bar{C}_3 \quad \text{and} \quad \bar{C}_4/\bar{C}_4
\]

Fig. 2. The rates \( \bar{C}_1/\bar{C}_1, \bar{C}_2/\bar{C}_2, \bar{C}_3/\bar{C}_3 \) and \( \bar{C}_4/\bar{C}_4 \) versus \( \delta_{2k} \) which shows that these coefficients are similar.
\[ \| \hat{x} - x \|_2 \leq C_3 \sqrt{k \lambda} + C_4 \frac{\| (D^\top x) - \max(k) \|_1}{\sqrt{k}} + \frac{C_4 \lambda d}{4 \sqrt{k \rho}}, \]  
where \( \rho \) is the number of columns of \( D \) and \( C_1, C_2, C_3 \) and \( C_4 \) are defined in (25)-(28).

**Proof.** Please see Section IV-B.

Clearly, if \( t = 2 \), our sufficient condition given by Theorem 3 reduces to \( \delta_{2k} < \frac{\sqrt{15}}{10} \approx 0.3162 \) for the method (6). This sufficient condition is less restrictive than the best existing sufficient condition which is \( \delta_{2k} < 0.2 \) that was given by \([36, \text{Theorem 5}]\). In the following, we look into the upper bound on the recovery error of method (6). By \([36, \text{Theorem 5}]\), we have

\[ \| \hat{x} - x \|_2 \leq C_3 \sqrt{k \lambda} + C_4 \frac{\| (D^\top x) - \max(k) \|_1}{\sqrt{k}} + \frac{C_4 \lambda d}{4 \sqrt{k \rho}}, \]

if \( A \) in (1) satisfies the D-RIP with \( \delta_{2k} < 0.2 \), where the constants \( C_3 \) and \( C_4 \) are defined in (35) and (36). Our bound on the estimation error of the method (6) is given by (38), where \( C_3 \) and \( C_4 \) are respectively defined in (31) and (32). By Figure 2 (b), one can see that both \( C_3 \) and \( C_4 \) are less than 1 when \( \delta_{2k} \in (0.05, 0.2) \), thus our bound on the estimation error is sharper than that given by \([36, \text{Theorem 5}]\) in this case.

**C. A sufficient condition of stably recovering \( x \) with solving (8)**

In this subsection, we analyze the recovery performance of (8) for recovering signals \( x \) from (7). Specifically, we have the following result.

**Theorem 4.** Let frames \( D_1 \in \mathbb{R}^{n \times d} \) and \( D_2 \in \mathbb{R}^{m \times d} \) be tight frames such that \( D_1^\top x \) is sparse and

\[ \| D_2^\top e_2 - (D_2^\top e_2)_s \|_1 = 0. \]

Suppose that \( \Phi \) (see (9)) satisfies the D-RIP with (12) and \( e_1 \) in (7) obeys (10). Then the solution \( \hat{\nu} = [\hat{x} \ \hat{e}_2] \) of (8) satisfies

\[ \| \Phi(\hat{\nu} - \nu) \|_2 \leq C_5 \sqrt{k + s \lambda} + C_6 \frac{\| (D_1^\top x) - \max(k) \|_1}{\sqrt{k}}, \]

\[ \| \hat{x} - x \|_2 \leq C_7 \sqrt{k + s \lambda} + C_8 \frac{\| (D_1^\top x) - \max(k) \|_1}{\sqrt{k + s}}, \]

where

\[ C_5 = \frac{6}{(1 - \delta_t(k+s)) \sqrt{1 + \delta_t(k+s)}}, \]

\[ C_6 = \frac{2(1 - \delta_t(k+s)) \sqrt{1 + \delta_t(k+s)}}{3}, \]

\[ C_7 = \frac{12 \sqrt{(t-1)}}{(1 - \delta_t(k+s)) \sqrt{t + 8} \left( \sqrt{\frac{t-1}{t+8}} - \delta_t(k+s) \right)}, \]

\[ C_8 = \frac{4(1-\delta_t^2(k+s)) \sqrt{(t+8)(t-1)}}{3} + 24 \delta_t(k+s) + 4 \sqrt{2 \delta_t(k+s)(t+8) \left( \sqrt{\frac{t-1}{t+8}} - \delta_t(k+s) \right)} + 1. \]

**Proof.** Please see Section IV-C.
Obviously, if \( t = 2 \), our sufficient condition given by Theorem 4 is \( \delta_{2(k+s)} < \frac{\sqrt{10}}{10} \approx 0.3162 \) for the method (8). This sufficient condition is less restrictive than the best existing one which is \( \delta_{2(k+s)} < 0.2 \) that was given by [36, Theorem 6]. In the following, we look into the upper bound on the estimation error of method (8). By (41), our bound on the estimation error of the method (8) is

\[
\|\hat{x} - x\|_2 \leq \tilde{C}_7 \sqrt{k} + s\lambda + \tilde{C}_8 \frac{\|(D_1^T x)_{\max(k)}\|_1}{\sqrt{k} + s},
\]

where

\[
\tilde{C}_7 = \frac{12}{(1 - \delta_{2(k+s)})(1 - \sqrt{10}\delta_{2(k+s)})},
\]

\[
\tilde{C}_8 = \frac{4\sqrt{10}(1 - \delta_{2(k+s)})^3 + 24\delta_{2(k+s)} + 4\sqrt{2}\delta_{2(k+s)}(\sqrt{10} - 10\delta_{2(k+s)})}{\sqrt{10} - 10\delta_{2(k+s)}} + 1.
\]

From [36, Theorem 6], it follows that

\[
\|\hat{x} - x\|_2 \leq C_7 \sqrt{k} + s\lambda + C_8 \frac{\|(D_1^T x)_{\max(k)}\|_1}{\sqrt{k} + s},
\]

where

\[
C_7 = \frac{3(1 + \delta_{2(k+s)})(7 - 12\delta_{2(k+s)})}{2(1 - 2\delta_{2(k+s)})^2(1 - 5\delta_{2(k+s)})} \quad \text{and} \quad C_8 = \frac{46 - 62\delta_{2(k+s)}}{15(1 - 5\delta_{2(k+s)})(1 - 2\delta_{2(k+s)})} + \frac{8}{5}.
\]

Notice that the ratios \( \frac{\tilde{C}_7}{C_7} \) and \( \frac{\tilde{C}_8}{C_8} \) versus \( \delta_{2(k+s)} \in (0, 0.2) \) are the same as \( \frac{C_1}{C_3} \) and \( \frac{C_4}{C_5} \) versus \( \delta_{2k} \in (0, 0.2) \). Therefore, by Figure 2 (b), one can see that both \( \frac{\tilde{C}_7}{C_7} \) and \( \frac{\tilde{C}_8}{C_8} \) are less than 1 when \( \delta_{2(k+s)} \in (0.05, 0.2) \), which means that our bound on the estimation error is sharper than that given by [36, Theorem 5] in this case.

IV. PROOFS

In this section, we prove our main results given in Section III.

A. Proof of Theorem 1

Proof. To simplify notation, denote

\[
T = \text{supp}((D^T x)_{\max(k)}),
\]

then by the definition of \((D^T x)_{\max(k)}\), we obtain \( |T| \leq k \). Furthermore, denote

\[
h = \hat{x} - x,
\]

then by [36, eq. (3.1)], we have

\[
\|Ah\|_2^2 \leq 3\lambda \|D_T^T h\|_1 + 4\lambda \|D_{T^c}^T x\|_1 - \lambda \|D_{T^c}^T h\|_1.
\]

Therefore,

\[
\|Ah\|_2^2 \overset{(a)}{=} 3\lambda \sqrt{k} \|D_T^T h\|_2 + 4\lambda \|D_{T^c}^T x\|_1 - \lambda \|D_{T^c}^T h\|_2
\]

\[
\overset{(b)}{=} 3\lambda \sqrt{k} (\beta_1 \|Ah\|_2 + \beta_2 \frac{\|D_T^T h\|_1}{\sqrt{k}}) + 4\lambda \|D_{T^c}^T x\|_1 - \lambda \|D_{T^c}^T h\|_1
\]

\[= 3\lambda \sqrt{k} \beta_1 \|Ah\|_2 + 4\lambda \|D_{T^c}^T x\|_1 - \lambda(1 - 3\beta_2) \|D_T^T h\|_1.
\]
where $\beta_1$ and $\beta_2$ are defined in (16), (a) is from the Cauchy-Schwartz inequality and the fact that $|T| \leq k$, (b) follows from (15) and (c) is because $1 - 3\beta_2 > 0$. Indeed, by (11) and the second equality in (16), we have

$$1 - 3\beta_2 = 1 - \frac{3\delta_{tk}}{(1 - \delta^2_{tk})(t - 1)} > 1 - \frac{3\sqrt{t - 1}}{(1 - \frac{t}{t + 8})(t - 1)} = \frac{1}{\sqrt{1 - \frac{t}{t + 8}}} \left(\sqrt{1 - \frac{t}{t + 8}} - \sqrt{\frac{9}{t} - 8}\right) = 0.$$

By (49), we obtain

$$\|Ah\|_2 \leq \frac{3\sqrt{k}\beta_1 + \sqrt{9k^2\beta^2 + 16\lambda\|D^T_Tx\|_1}}{2} \leq \frac{3\sqrt{k}\beta_1 + \sqrt{\left(3\sqrt{k}\beta_1 + \frac{8\|D^T_Tx\|_1}{3\sqrt{k}\beta_1}\right)^2}}{2}$$

where the last inequality is from (46), and the definitions of $(D^T_Tx)_{\text{max}(k)}$ and $(D^T_Tx)_{\text{max}(k)}$. Then, by the first equality in (16), (25), (26), (47) and (50), one can see that (23) holds.

Since $D$ is a tight frame, by [24, Chapter 3], we have $DD^T = I$. Then

$$\|h\|_2 = \|D^T_T h\|_2 = \sqrt{\|D^T_TD^T_T h\|_2 + \|D^T_TD^T_S h\|_2},$$

where we denote

$$S = \text{supp}((D^T_T h)_{\text{max}(k)}).$$

By (46), (52), and the definitions of $(D^T_T h)_{\text{max}(k)}$ and $(D^T_T x)_{\text{max}(k)}$, one can see that

$$\|D^T_TD^T_T h\|_1 \geq \|D^T_T h\|_1.$$ 

Thus

$$\|D^T_TD^T_T h\|_1 = \|D^T_T h\|_1 - \|D^T_TD^T_S h\|_1 \leq \|D^T_T h\|_1 - \|D^T_T h\|_1 = \|D^T_T h\|_1$$

$$\leq 3\|D^T_T h\|_1 + 4\|D^T_T x\|_1 \leq 3\|D^T_TD^T_T h\|_1 + 4\|D^T_T x\|_1,$$

where the second to the last inequality is from (48) and the last inequality is due to (53).

We show (24) by giving an upper bound on $\|h\|_2$. Towards this aim, by (51), we give upper bounds on $\|D^T_TD^T_T h\|_2$ and $\|D^T_TD^T_S h\|_2$. We first give an upper bound on $\|D^T_TD^T_S h\|_2$. Specifically, we have

$$\|D^T_TD^T_T h\|_2 \leq \sqrt{\|D^T_TD^T_T h\|_1 \|D^T_TD^T_S h\|_\infty}$$

$$\leq \sqrt{(3\|D^T_T h\|_1 + 4\|D^T_T x\|_1) \|D^T_TD^T_S h\|_1}$$

$$\leq \sqrt{3\sqrt{k}\|D^T_T h\|_2 + 4\|D^T_T x\|_1) \|D^T_TD^T_S h\|_1} \leq 3\|D^T_TD^T_T h\|_1 + 4\|D^T_T x\|_1 \|D^T_TD^T_S h\|_1,$$

where (a) follows from (54) and

$$\|D^T_TD^T_T h\|_1 \leq \frac{\|D^T_TD^T_T h\|_1}{\sqrt{k}}.$$
which is based on the facts that the absolute values of the entries of $D^\top_S h$ are not smaller than those of $D^\top_S h$, and (b) is from the Cauchy-Schwarz inequality.

In the following, we give an upper bound on $\|D^\top_S h\|_2$ by using Lemma 3 with assuming $a = 3$, $b = 4$, $\beta = 0$, $c = (t - 1)k$, $s = k$. By (46) and (52), we have $|T| \leq k$ and $|S| \leq s$. Moreover, by (11) and (54), one can check that (19) and (20) hold. Then by (22), we obtain

$$\Delta = ((t - 1)k + 9k) \left( \frac{(t - 1)k}{(t - 1)k + 9k} - \delta_{tk} \right) = k(t + 8) \left( \frac{t - 1}{t + 8} - \delta_{tk} \right).$$

(56)

Therefore, according to (21), we obtain

\[
\|D^\top_S h\|_2 \leq \frac{1}{\Delta} \left[ (12k\delta_{tk} + 2\sqrt{2k\delta_{tk}\Delta}) \frac{\|D^\top_T x\|_1}{\sqrt{k}} + k\sqrt{(t - 1)(t + 8)(1 + \delta_{tk})}\|Ah\|_2 \right] \\
\leq \frac{1}{\Delta} \left[ (12k\delta_{tk} + 2\sqrt{2k\delta_{tk}\Delta}) \frac{2k(1 - \delta_{tk}^2)\sqrt{(t + 8)(t - 1)}}{3} \frac{\|D^\top_T x\|_1}{\sqrt{k}} \\
+ \frac{6k\sqrt{k(t + 8)(t - 1)}}{1 - \delta_{tk}} \lambda \right],
\]

(57)

where $\Delta$ is defined in (56), and the second inequality follows from (23), (46) and (47). Then, we obtain

\[
\|h\|_2 \overset{(a)}{\leq} \left( \|D^\top_S h\|_2^2 + 3\|D^\top_S h\|_2^2 + \frac{4\|D^\top_S h\|_2\|D^\top_T x\|_1}{\sqrt{k}} \right)^{1/2} \leq 2\|D^\top_S h\|_2 + \frac{\|D^\top_T x\|_1}{\sqrt{k}} \\
\leq \frac{1}{\Delta} \left[ (24k\delta_{tk} + 4\sqrt{2k\delta_{tk}\Delta}) \frac{4k(1 - \delta_{tk}^2)\sqrt{(t + 8)(t - 1)}}{3} + \Delta \right] \frac{\|D^\top_T x\|_1}{\sqrt{k}} \\
+ \frac{12k\sqrt{k(t + 8)(t - 1)}}{1 - \delta_{tk}} \lambda, 
\]

(58)

where (a) is from (51) and (55), and (b) follows from (57).

By (27), (28), (47), (56) and (58), we can see that (24) holds.

\[\blacksquare\]

B. Proof of Theorem 3

**Proof.** Let $T$ and $h$ be defined as in (46) and (47), then $|T| \leq k$ and by the proof of [35, Lemma IV.4], one has

$$\|Ah\|_2^2 + \lambda \|D^\top_T h\|_1 \leq 3\lambda \|D^\top_T h\|_1 + 4\|D^\top_T x\|_1 + \frac{\lambda^2d}{\rho}. \quad (59)$$

Hence, using the techniques for deriving (49), we obtain

$$\|Ah\|_2^2 \leq 3\lambda \sqrt{k}\beta_1 \|Ah\|_2 + 4\|D^\top_T x\|_1 + \frac{\lambda^2d}{\rho}, \quad (60)$$

where $\beta_1$ is defined in (16). From the above inequality, it follows that

\[
\|A(\hat{x} - x)\|_2 \overset{(a)}{=} \|Ah\|_2 \\
\overset{(b)}{\leq} \frac{3\sqrt{k}\beta_1 + \sqrt{9k\beta_1^2\lambda^2 + 16\lambda \|D^\top_T x\|_1 + \frac{4\lambda^2d}{\rho}}}{2} \\
\leq \frac{3\sqrt{k}\beta_1 + \sqrt{(3\sqrt{k}\beta_1\lambda + \frac{8\|D^\top_T x\|_1 + 2\lambda d}{3\sqrt{k}\beta_1})^2}}{2},
\]

where $\beta_1$ is defined in (16). From the above inequality, it follows that
\[= 3\lambda\sqrt{k_1} + \frac{1}{3\sqrt{k_1}} (4\|D_T^\top x\|_1 + \frac{\lambda d}{\rho})\]
\[= 3\lambda\sqrt{k_1} + \frac{1}{3\sqrt{k_1}} (4\|D^\top x\|_{\text{max}(k)} + \frac{\lambda d}{\rho})\]
\[\leq \frac{6}{(1 - \delta_{tk})\sqrt{1 + \delta_{tk}}\lambda + \frac{2(1 - \delta_{tk})\sqrt{1 + \delta_{tk}}}{3} \cdot \|D^\top x\|_{\text{max}(k)}\|_1}{\sqrt{k}}\]
\[+ \frac{6}{(1 - \delta_{tk})\sqrt{1 + \delta_{tk}}\lambda} \frac{\lambda d}{\sqrt{k\rho}}\]
\[= C_1\sqrt{k\lambda} + C_2 \frac{\|D^\top x\|_{\text{max}(k)}\|_1}{\sqrt{k}} + \frac{1}{C_1\sqrt{k\rho}} \frac{\lambda d}{\rho},\]

where (a), (b) and (d) follows respectively from (47), (60) and the first equality in (16), (c) is due to (46) and the definitions of \(D^\top x\)_{\text{max}(k)} and \(D^\top x\)_{\text{max}(k)}, and (e) is from (25), (26). Thus, (37) is proved.

Let \(S\) be defined as in (52), then \(|S| \leq k\). Moreover, (51), (53) and (54) hold. Then, using the techniques for deriving (54) and (59), one can obtain
\[\|D^\top_S h\|_1 \leq 3\|D^\top_S h\|_1 + 4\|D_T^\top x\|_1 + \frac{\lambda d}{\rho}.\]

(61)

Similar to the proof of (24), in order to show (38), we first give an upper bound on \(D^\top_S h\|_2\).

Specifically, by the techniques for deriving (55) and (61), one obtains
\[\|D^\top_S h\|_2 \leq \sqrt{3\|D^\top_S h\|_2^2 + (4\|D_T^\top x\|_1 + \frac{\lambda d}{\rho})\frac{\|D_T^\top h\|_2}{\sqrt{k}}}.
(62)

In the following, we give an upper bound on \(\|D^\top_S h\|_2\) by applying Lemma 3 with \(a = 3, b = 4, \beta = \frac{\lambda d}{\rho}\) and \(c = (t - 1)k\). By (46) and (52), we have \(|T| \leq k\) and \(|S| \leq s\). Moreover, by (11) and (61), one also checks that (19) and (20) hold. Since \(\Delta\) in (22) is only depend on \(a, b, s\), (56) holds. Hence, from (21), it follows that
\[\|D^\top_S h\|_2 \leq \frac{1}{\Delta}\left[(12k\delta_{tk} + 2\sqrt{2k\delta_{tk}\Delta})\frac{\|D_T^\top x\|_1}{\sqrt{k}} + (6k\delta_{tk} + \sqrt{2k\delta_{tk}\Delta})\frac{\lambda d}{2\sqrt{k\rho}}
\right.
\[+ k\sqrt{(t - 1)(t + 8)(1 + \delta_{tk})}\|A h\|_2\]
\[\leq \frac{1}{\Delta}\left[(12k\delta_{tk} + 2\sqrt{2k\delta_{tk}\Delta} + \frac{2k(1 - \delta_{tk}^2)\sqrt{(t + 8)(t - 1)}}{3})\frac{\|D_T^\top x\|_1}{\sqrt{k}}\right.
\[+ (6k\delta_{tk} + \sqrt{2k\delta_{tk}\Delta} + \frac{k(1 - \delta_{tk}^2)\sqrt{(t + 8)(t - 1)}}{3})\frac{\lambda d}{2\sqrt{k\rho}}
\right.
\[+ \frac{6k\sqrt{k(t + 8)(t - 1)}}{1 - \delta_{tk}}\lambda\right],\]

(63)

where \(\Delta\) is defined in (56), and the last inequality is from (37), (47) and (46). Then, one obtains that
\[\|h\|_2 \leq \left(\|D^\top_S h\|_2^2 + 3\|D^\top_S h\|_2^2 + (4\|D_T^\top x\|_1 + \frac{\lambda d}{\rho})\frac{\|D_T^\top h\|_2}{\sqrt{k}}\right)^{\frac{1}{2}}\]
\[\leq 2\|D^\top_S h\|_2 + \left(\|D^\top_T x\|_1 + \frac{\lambda d}{\rho}\right)\frac{1}{\sqrt{k}}\]
\[\leq \frac{1}{\Delta}\left[\Delta + \left(24k\delta_{tk} + 4\sqrt{2k\delta_{tk}\Delta} + \frac{4k(1 - \delta_{tk}^2)\sqrt{(t + 8)(t - 1)}}{3}\right)\frac{\|D_T^\top x\|_1}{\sqrt{k}}
\right.
\[+ \frac{12k\sqrt{k(t + 8)(t - 1)}}{1 - \delta_{tk}}\lambda + \left(\frac{\Delta}{4} + 6k\delta_{tk} + \sqrt{2k\delta_{tk}\Delta} + \frac{k(1 - \delta_{tk}^2)\sqrt{(t + 8)(t - 1)}}{3}\right)\frac{\lambda d}{\sqrt{k\rho}}\right].\]
\[ \leq C_3 \sqrt{k \lambda} + C_4 \|D^\top r^\ast x\|_1 + \frac{C_4}{4} \frac{\lambda d}{\sqrt{k \rho}}, \]

where (a) is from (51) and (62), (b) is due to (63) and (c) follows from (56), (27) and (28). Therefore, by the above inequality, (47), (52) and the definitions of \( (D^\top x)_{-max(k)} \) and \( (D^\top x)_{max(k)} \), (37) holds. We complete the proof of the theorem. \( \square \)

C. Proof of Theorem 4

Proof. Since \( \nu = [x \ e_2]^\top, \tilde{\nu} = [\tilde{x} \ \tilde{e}_2]^\top, \nu = [\tilde{x} \ \tilde{e}_2]^\top, W \) and \( \Phi = [A \ I_m] \) in (8) can be respectively viewed as \( x, \tilde{x}, \tilde{D} \) and \( A \) in (4), this theorem can be proved by utilizing Theorem 1. Specifically, by (12) and (10), (11) and (5) hold, then according to Theorem 1, we obtain

\[ \|\Phi(\tilde{\nu} - \nu)\|_2 \leq C_5 \sqrt{k + s \lambda} + C_6 \frac{\|\left( D_1^\top x\right)_{-max(k+s)}\|_1}{\sqrt{k + s}}, \]

where the constants \( C_5 \) and \( C_6 \) are respectively defined in (42) and (43), (a) is from (23), (b) follows from (9) and (c) is due to (39).

Furthermore, by using the techniques for the above inequality and (24), we can show that

\[ \|\tilde{\nu} - \nu\|_2 \leq C_7 \sqrt{k + s \lambda} + C_8 \frac{\|\left( D_1^\top x\right)_{-max(k+s)}\|_1}{\sqrt{k + s}} = C_7 \sqrt{k + s \lambda} + C_8 \frac{\|\left( D_1^\top x\right)_{-max(k)}\|_1}{\sqrt{k + s}}, \]

where the constants \( C_7 \) and \( C_8 \) are respectively defined in (44) and (45). Since (64) holds, we complete the proof of the theorem.

\( \square \)

V. CONCLUSION

In this paper, we have studied sufficient conditions for stable recovery of a signal \( x \), which is not sparse itself but it is sparse in terms of a tight frame, from noisy measurements by three unconstrained analysis based approaches. We have proved that if the sensing matrix \( A \) satisfies \( \delta_{ik} < \sqrt{\frac{t-1}{t+8}} \) with \( t > 1 \), then any signal \( x \) can be stably recovered from \( y = Ax + e \) by solving (4) or (6) under the noise level \( \|D^\top A^\top e\|_\infty \leq \frac{\lambda}{3} \). In addition, we have also proved that \( \delta_{ik} < \sqrt{\frac{t-1}{t+8}} \) is a sufficient condition of stable recovering any signal \( x \) from \( y = Ax + e_1 + e_2 \) by solving (8) under some constrains on the noises \( e_1 \) and \( e_2 \).
**APPENDIX A**

**PROOF OF LEMMA 2**

*Proof.* We first show that (15) holds when \( tk \) is an integer. For a given \( t > 1 \), define

\[
T_1 = \left\{ i \in T^c \middle| \left( D_{T^c}^\top h \right)_i > \frac{\| D_{T^c}^\top h \|_1}{(t - 1)k} \right\},
\]

(65)

\[
T_2 = \left\{ i \in T^c \middle| \left( D_{T^c}^\top h \right)_i \leq \frac{\| D_{T^c}^\top h \|_1}{(t - 1)k} \right\}.
\]

(66)

Then clearly \( T^c = T_1 \cup T_2 \) which implies that

\[
D^\top h = D_{T_1}^\top h + D_{T_2}^\top h = D_{T_1}^\top h + D_{T_1}^\top h + D_{T_2}^\top h.
\]

(67)

Furthermore, by (65), \( T_1 \cap T = \emptyset \) which implies that \( \| D_{T_1}^\top h \|_2 \leq \| D_{T_1 \cup T}^\top h \|_2 \). Thus, to show (15), it suffices to show that

\[
\| D_{T_1 \cup T}^\top h \|_2 \leq \beta_1 \| Ah \|_2 + \beta_2 \frac{\| D_{T_1}^\top h \|_1}{\sqrt{k}},
\]

(68)

where \( \beta_1 \) and \( \beta_2 \) are defined in (16). Let us use Lemma 1 to prove (68). We first show that

\[
|T_1| < (t - 1)k.
\]

(69)

If \( T_1 = \emptyset \), then \( |T_1| = 0 \) and hence (69) holds. Otherwise, by (65), one yields that

\[
\| D_{T_1}^\top h \|_1 > |T_1| \frac{\| D_{T_1}^\top h \|_1}{(t - 1)k} = |T_1| \frac{\| D_{T_1 \cup T_2}^\top h \|_1}{(t - 1)k} \geq |T_1| \frac{\| D_{T_1}^\top h \|_1}{(t - 1)k}.
\]

Thus a quick simplification of the above inequality yields the (69).

By (65) and (66), \( T^c = T_1 \cup T_2 \) and \( T_1 \cap T_2 = \emptyset \). The above inequality implies

\[
\| D_{T_2}^\top h \|_1 = \| D_{T^c}^\top h \|_1 - \| D_{T_1}^\top h \|_1 \leq \| D_{T_1 \cup T_2}^\top h \|_1 - |T_1| \frac{\| D_{T_1}^\top h \|_1}{(t - 1)k} = ((t - 1)k - |T_1|) \| D_{T_2}^\top h \|_1 (t - 1)k
\]

and we use (66) to have

\[
\| D_{T_2}^\top h \|_1 \leq \frac{\| D_{T_1}^\top h \|_1}{(t - 1)k}.
\]

Since we assumed \( tk \) is an integer, \( (t - 1)k - |T_1| \) is a positive integer. Then by Lemma 1 with

\[
\alpha = \frac{\| D_{T_1}^\top h \|_1}{(t - 1)k}, \quad s = (t - 1)k - |T_1|, \quad v = D_{T_2}^\top h,
\]

one can see that \( D_{T_2}^\top h \) can be expressed as

\[
D_{T_2}^\top h = \sum_{i=1}^{N} \lambda_i u_i
\]

(70)

for certain positive integer \( N \), where \( 1 \leq i \leq N \), \( \lambda_i \) satisfies (14) and

\[
u_i \in U \left( \frac{\| D_{T_1}^\top h \|_2}{(t - 1)k}, (t - 1)k - |T_1|, D_{T_2}^\top h \right)
\]

with the set \( U \) being defined in (13). Moreover, by (13), one can see that

\[
\| u_i \|_2 \leq \| u_i \|_0 \| u_i \|_\infty \leq ((t - 1)k - |T_1|) \left( \frac{\| D_{T_1}^\top h \|_1}{(t - 1)k} \right)^2 \leq \frac{\| D_{T_1}^\top h \|_2^2}{(t - 1)k}.
\]

(71)
To simplify notation, for $1 \leq i \leq N$, we define
\begin{align*}
v_i &= (1 + \delta_{tk})D_{T \cup T_1}^\top h + \delta_{tk}u_i, \\
\bar{v}_i &= (1 - \delta_{tk})D_{T \cup T_1}^\top h - \delta_{tk}u_i.
\end{align*}
(72)

By (13), $\|u_i\|_0 \leq (t - 1)k - |T_1|$ which combing with (69) and the assumption that $|T| \leq k$, we can see that both $v_i$ and $\bar{v}_i$ are $tk$-sparse for $1 \leq i \leq N$. Moreover, by (72) and (73), we have
\begin{align*}
\sum_{i=1}^{N} \lambda_i(\|ADv_i\|_2^2 - \|AD\bar{v}_i\|_2^2) &= \sum_{i=1}^{N} \lambda_i \left( \|ADD_{T \cup T_1}^\top h + \delta_{tk}AD(u_i + D_{T \cup T_1}^\top h)\|_2^2 \\
&\quad - \|ADD_{T \cup T_1}^\top h - \delta_{tk}AD(u_i + D_{T \cup T_1}^\top h)\|_2^2 \right) \\
&= \sum_{i=1}^{N} \lambda_i \left( 4\delta_{tk}(ADD_{T \cup T_1}^\top h)^\top AD(u_i + D_{T \cup T_1}^\top h) \right) \\
&\quad (a) = 4\delta_{tk}(ADD_{T \cup T_1}^\top h)^\top AD(\sum_{i=1}^{N} \lambda_i u_i + D_{T \cup T_1}^\top h) \\
&\quad (b) = 4\delta_{tk}(ADD_{T \cup T_1}^\top h)^\top ADD^\top h \quad (c) = 4\delta_{tk}(ADD_{T \cup T_1}^\top h)^\top Ah \\
&\quad (d) \leq 4\delta_{tk}\sqrt{1 + \delta_{tk}\|DD_{T \cup T_1}^\top h\|_2\|Ah\|_2} \\
&\quad (e) \leq 4\delta_{tk}\sqrt{1 + \delta_{tk}\|D_{T \cup T_1}^\top h\|_2\|Ah\|_2},
\end{align*}
(74)
where (a) follows from (14), (b) is because of (67) and (70), (c) is from the assumption that $DD^\top = I$, (d) follows from (2), (69) and the Cauchy-Schwarz inequality and (e) is from the fact that the maximal singular value of $D$ is not larger than 1 which can be obtained from $DD^\top = I$.

In the following, we give a lower bound on the left-hand side of (74) which combing with (74) can show (68). Toward this goal, we assume $\bar{D} \in \mathbb{R}^{(d-n) \times d}$ is the orthnormal complement of $D$. Then
\begin{equation}
\bar{D}D^\top = 0, \|v\|_2^2 = \|Dv\|_2^2 + \|\bar{D}v\|_2^2, \quad (75)
\end{equation}
for any $v \in \mathbb{R}^d$. Moreover, by (2), for any $k$-sparse signal $v \in \mathbb{R}^d$, we have
\begin{equation}
(1 - \delta_k)\|v\|_2^2 \leq \|ADv\|_2^2 + \|\bar{D}v\|_2^2 \leq (1 + \delta_k)\|v\|_2^2. \quad (76)
\end{equation}

Since $\bar{D}D^\top = 0$ (see (75)), using the techniques for deriving (74), one can obtain
\begin{equation}
\sum_{i=1}^{N} \lambda_i(\|\bar{D}v_i\|_2^2 - \|\bar{D}\bar{v}_i\|_2^2) = 4\delta_{tk}(\bar{D}D_{T \cup T_1}^\top h)^\top \bar{D}D^\top h = 0.
\end{equation}
Then,
\begin{align*}
\sum_{i=1}^{N} \lambda_i(\|ADv_i\|_2^2 - \|AD\bar{v}_i\|_2^2) &= \sum_{i=1}^{N} \lambda_i(\|ADv_i\|_2^2 + \|\bar{D}v_i\|_2^2) - \sum_{i=1}^{N} \lambda_i(\|AD\bar{v}_i\|_2^2 + \|\bar{D}\bar{v}_i\|_2^2) \\
&\quad (a) \geq \sum_{i=1}^{N} \lambda_i \left( (1 - \delta_{tk})\|v_i\|_2^2 - (1 + \delta_{tk})\|\bar{v}_i\|_2^2 \right) \\
&\quad (b) \sum_{i=1}^{N} \lambda_i \left( 2\delta_{tk}(1 - \delta_{tk})\|D_{T \cup T_1}^\top h\|_2^2 - 2\delta_{tk}\|u_i\|_2^2 \right)
\end{align*}
\[\begin{align*}
&(a) 2\delta_{tk}(1 - \delta_{tk}^2)\|D_{T \cup T_1}^T h\|_2^2 - 2\delta_{tk}^3 \sum_{i=1}^{N} (\lambda_i\|u_i\|_2^2)
&\geq 2\delta_{tk}(1 - \delta_{tk}^2)\|D_{T \cup T_1}^T h\|_2^2 - 2\delta_{tk}^3 \frac{(t-1)k}{k},
\end{align*}\]

where (a) is from (76) and the fact that both \(v_i\) and \(\bar{v}_i\) are \(tk\)-sparse for \(1 \leq i \leq N\) (see the first sentence under (73)), (b) follows from (72) and (73), (c) is because of (14) and (d) is from (14) and (71).

Then, by (74), we have
\[2\delta_{tk}(1 - \delta_{tk}^2)\|D_{T \cup T_1}^T h\|_2^2 - 2\delta_{tk}^3 \frac{(t-1)k}{k} \leq 4\delta_{tk}\sqrt{1 + \delta_{tk}}\|D_{T \cup T_1}^T h\|_2 \|Ah\|_2,\]

which is equivalent to
\[2\delta_{tk}(1 - \delta_{tk}^2)\|D_{T \cup T_1}^T h\|_2^2 - (2\sqrt{1 + \delta_{tk}}\|Ah\|_2)\|D_{T \cup T_1}^T h\|_2 - \frac{\delta_{tk}^2}{(t-1)k} \|D_{T \cup T_1}^T h\|_1 \leq 0.\]

Therefore,
\[\|D_{T \cup T_1}^T h\|_2 \leq \left[2\sqrt{1 + \delta_{tk}}\|Ah\|_2 + \left((2\sqrt{1 + \delta_{tk}}\|Ah\|_2)^2 + 4\delta_{tk}(1 - \delta_{tk}^2)\frac{\|D_{T \cup T_1}^T h\|_1^2}{(t-1)k}\right)^{\frac{1}{2}}\right] \frac{1}{2(1 - \delta_{tk}^2)}\]
\[\leq \frac{\delta_{tk}}{\sqrt{(1 - \delta_{tk})t-1}} \frac{\|D_{T \cup T_1}^T h\|_1}{\sqrt{k}} + \frac{2}{(1 - \delta_{tk})\sqrt{1 + \delta_{tk}}} \|Ah\|_2,\]

where the last inequality is based on the fact that \(\sqrt{f^2 + g^2} \leq f + g\) for \(f, g \geq 0\). Then, by (16), (68) holds which implies (15) holds.

If \(tk\) is not an integer, we define \(t' = \frac{\lfloor tk \rfloor}{k}\), then \(t'k\) is an integer and \(\delta_{tk} = \delta_{tk} < 1\). From the above proof and Definition 1, one can see that (15) holds in this case, thus it holds no matter whether \(tk\) is an integer or not.

\[\Box\]

\textbf{APPENDIX B}

\textbf{PROOF OF LEMMA 3}

\textit{Proof.} To simplify notation, the right-hand side of (19) is denoted by \(\eta\), i.e.,
\[\eta = a\|D_S^T h\|_1 + b\|D_{T'}^T x\|_1 + \beta.\] (77)

We first show that (21) holds when \(c > 0\) is an integer. Define the index sets
\[S_1 = \left\{ i \in S^c : \|D_{S'}^T h(i)\| > \eta / c \right\},\] (78)
\[S_2 = \left\{ i \in S^c : \|D_{S'}^T h(i)\| \leq \eta / c \right\}.\] (79)

Then it is easy to see
\[S_1 \cap S_2 = \emptyset \text{ and } S^c = S_1 \cup S_2,\] (80)

which imply
\[D^T h = D_S^T h + D_{S'}^T h = D_{S \cup S_1}^T h + D_{S_2}^T h.\] (81)

Moreover, by the definition of \(S_1\), \(S_1 \cap S = \emptyset\) which implies that \(\|D_S^T h\|_2 \leq \|D_{S \cup S_1}^T h\|_2\). Thus to show (21), it is suffices to show that
\[\|D_{S \cup S_1}^T h\|_2 \leq \left[\frac{2as\delta_{x+c} + \sqrt{2\delta_{x+c}s\Delta}}{2\sqrt{s}}(b\|D_{T'}^T x\|_1 + \beta) + \sqrt{c(a^2s)(1 + \delta_{x+c})}\|Ah\|_2\right] \frac{1}{\Delta},\] (82)
where \( \Delta \) is defined in (22). In order to use Lemma 1 to show (82), we first prove that 
\[
|S_1| < c. \tag{83}
\]

If \( S_1 = \emptyset \), then \( |S_1| = 0 \) and hence (83) holds. Otherwise, from (78), it follows that 
\[
\|D_{S_1}^T h\|_1 \overset{(a)}{>} |S_1| \frac{\eta}{c} \overset{(b)}{=} |S_1| \frac{\|D_{S_1}^T h\|_1}{c} \not> \big| |S_1| \big| \frac{\|D_{S_1}^T h\|_1}{c},
\]
where (a) is from (78), (b) is due to the assumption (19) and (77), (c) and (d) follow from (80). Thus (83) holds.

By (79) and (80), we have
\[
\|D_{S_2}^T h\|_\infty \leq \frac{\eta}{c}
\]
and
\[
\|D_{S_2}^T h\|_1 = \|D_{S_1}^T h\|_1 - \|D_{S_1}^T h\|_1 \leq \eta - \frac{\eta |S_1|}{c} = (c - |S_1|) \frac{\eta}{c},
\]
where the inequality is from (19), (77) and (78).

Using Lemma 1 with \( \alpha = \frac{\eta}{c}, s = c - |S_1| \) (note that this \( s \) is different from the \( s \) which gives an upper bound on \( |S| \) as assumed in this lemma) and \( v = D_{S_2}^T h \), then \( D_{S_2}^T h \) can be expressed as
\[
D_{S_2}^T h = \sum_{i=1}^N \lambda_i u_i \tag{84}
\]
for certain positive integer \( N \), where \( \lambda_i \) satisfies (14) and
\[
u_i \in U \left( \frac{\eta}{c}, c - |S_1|, D_{S_2}^T h \right) \tag{85}
\]
for \( 1 \leq i \leq N \). Moreover, for \( 1 \leq i \leq N \), we have
\[
\|u_i\|_2^2 \leq \|u_i\|_0 \|u_i\|_\infty \overset{(a)}{\leq} (c - |S_1|) \left( \frac{\eta}{c} \right)^2 = \frac{\eta^2}{c}
\]
\[
\overset{(b)}{\leq} \frac{1}{c} \left[ a^2 \|D_{S_1}^T h\|_1^2 + (b \|D_{T,1}^T x\|_1 + \beta)^2 + 2a \|D_{S_1}^T h\|_1 (b \|D_{T,1}^T x\|_1 + \beta) \right]
\]
\[
\overset{(c)}{\leq} \frac{1}{c} \left[ a^2 s \|D_{S_1}^T h\|_2^2 + (b \|D_{T,1}^T x\|_1 + \beta)^2 + 2a \sqrt{s} \|D_{S_1}^T h\|_2 (b \|D_{T,1}^T x\|_1 + \beta) \right]
\]
\[
\overset{(d)}{\leq} \frac{1}{c} \left[ a^2 s \|D_{S_1}^T h\|_2^2 + (b \|D_{T,1}^T x\|_1 + \beta)^2 + 2a \sqrt{s} \|D_{T,1}^T h\|_2 (b \|D_{T,1}^T x\|_1 + \beta) \right]
\]
\[
\overset{(e)}{\leq} \frac{1}{c} \left[ a^2 s X^2 + s P^2 + 2asXP \right], \tag{86}
\]
where (a) is from (13) and (85), (b) follows from (77), (c) is from the Cauchy-Schwarz inequality, (d) is due to the fact that \( \|D_{S_1}^T h\|_2 \leq \|D_{S_1}^T h\|_1 \) which can be seen from (80) and (e) is because we denote
\[
X = \|D_{S_1}^T h\|_2, \quad P = \frac{b \|D_{T,1}^T x\|_1 + \beta}{\sqrt{s}}. \tag{87}
\]

To simplify notation, define the vectors
\[
\gamma_i = D_{S_1}^T h + \mu u_i, \quad 1 \leq i \leq N, \tag{88}
\]
\[
\bar{\gamma}_i = \left(1 - \frac{\lambda}{c}\right) D_{S_1}^T h - \frac{1}{2} \mu u_i, \quad 1 \leq i \leq N, \tag{89}
\]
\[
\omega = (1 - \mu) D_{S_1}^T h + \mu D^T h. \tag{90}
\]
where the constant \( \mu = \sqrt{\frac{c^2 + a^2sc}{a^2s}} \). Thus
\[
\mu^2 - \mu = \mu^2 \left( 1 - \frac{1}{\mu} \right) = \mu^2 \left( 1 - \frac{a^2s}{\sqrt{c^2 + a^2sc} - c} \right) = \mu^2 \left( 1 - \frac{a^2s(\sqrt{c^2 + a^2sc} + c)}{a^2sc} \right) = -\frac{\mu^2}{2} \sqrt{c^2 + a^2sc} - c
\]
and
\[
\frac{1}{2} - \mu = \frac{\mu^2}{2} \left[ \left( \frac{1}{\mu} - 1 \right)^2 - 1 \right] = \frac{\mu^2}{2} \left[ \left( \frac{\sqrt{c^2 + a^2sc}}{c} \right)^2 - 1 \right] = \frac{\mu^2a^2s}{2c}.
\]

Then, by (88)-(90), one has the following identities
\[
\omega - \frac{1}{2} \gamma_i = (1 - \mu) D_{S_{\cup}S_{\cup}} h + \mu D^T h - \frac{1}{2} (D_{S_{\cup}S_{\cup}} h + \mu u_i)
\]
\[
= (1 - \mu) D_{S_{\cup}S_{\cup}} h - \frac{1}{2} \mu u_i + \mu D^T h = \tilde{\gamma}_i + \mu D^T h.
\]
Moreover,
\[
\sum_{i=1}^N \lambda_i \gamma_i = \sum_{i=1}^N \lambda_i (D_{S_{\cup}S_{\cup}} h + \mu u_i) = D_{S_{\cup}S_{\cup}} h + \mu D_{S_2} h
\]
\[
= D_{S_{\cup}S_{\cup}} h + \mu (D^T h - D_{S_{\cup}S_{\cup}} h) = \omega,
\]
where the first equality is from (88), the second equality is from (84) and \( \sum_{i=1}^N \lambda_i = 1 \) in (14), and the last two equalities are respectively from (81) and (90).

By (13) and (85), \( \| u_i \|_0 \leq c - |S| \) which combing with (83) and the assumption that \( |S| \leq s \), one can see that \( \gamma_i \) and \( \tilde{\gamma}_i \) are \((s+c)\)-sparse for \( 1 \leq i \leq N \). Thus
\[
2 \sum_{i=1}^N \lambda_i \langle AD \tilde{\gamma}_i, \mu ADD^T h \rangle
\]
\[
= 2 \sum_{i=1}^N \lambda_i \langle AD [ (\frac{1}{2} - \mu) D_{S_{\cup}S_{\cup}} h - \frac{1}{2} \mu u_i ], \mu ADD^T h \rangle
\]
\[
= 2 (\frac{1}{2} - \mu) \mu \langle ADD_{S_{\cup}S_{\cup}} h, Ah \rangle - \mu^2 \langle AD \sum_{i=1}^N \lambda_i u_i, Ah \rangle
\]
\[
= (1 - 2\mu) \mu \langle ADD_{S_{\cup}S_{\cup}} h, Ah \rangle - \mu^2 \langle ADD_{S_2} h, Ah \rangle
\]
\[
= (1 - 2\mu) \mu \langle ADD_{S_{\cup}S_{\cup}} h, Ah \rangle - \mu^2 \langle AD(h^T h - D_{S_{\cup}S_{\cup}} h), Ah \rangle
\]
\[
= (1 - \mu) \mu \langle ADD_{S_{\cup}S_{\cup}} h, Ah \rangle - \mu^2 \| Ah \|^2_2,
\]
where (a) is from (89), (b) is due to \( \sum_{i=1}^N \lambda_i = 1 \) in (14) and the assumption that \( DD^T = I \), (c) and (d) follow from (84) and (81), respectively.

Let \( \tilde{D} \in \mathbb{R}^{(d-n) \times d} \) be the orthogonal compliment of \( D \), then
\[
\sum_{i=1}^N \lambda_i (\| AD (\omega - \frac{1}{2} \gamma_i) \|^2_2 + \| D (\omega - \frac{1}{2} \gamma_i) \|^2_2)
\]
\[
= \sum_{i=1}^N \lambda_i (\| AD (\tilde{\gamma}_i + \mu D^T h) \|^2_2 + \| D (\tilde{\gamma}_i + \mu D^T h) \|^2_2)
\]
\[ \sum_{i=1}^{N} \lambda_i \left( \| A D \tilde{\gamma}_i \|^2 + \| \bar{D} \tilde{\gamma}_i \|^2 \right) + \sum_{i=1}^{N} \lambda_i \mu^2 \| A h \|^2 + \mu(1 - \mu) \langle A D D^T_{S \cup S_1} h, A h \rangle - \mu^2 \| A h \|^2 \]

\[ \leq (1 + \delta_{s+c}) \sum_{i=1}^{N} \lambda_i \| \tilde{\gamma}_i \|^2 + \mu(1 - \mu) \sqrt{1 + \delta_{s+c}} \| D^T_{S \cup S_1} h \|_2 \| A h \|_2 \]

\[ = (1 + \delta_{s+c}) \sum_{i=1}^{N} \lambda_i \left( \frac{1}{2} - \mu \right) \| D^T_{S \cup S_1} h - \frac{1}{2} \mu u_i \|^2 + \mu(1 - \mu) \sqrt{1 + \delta_{s+c}} \| D^T_{S \cup S_1} h \|_2 \| A h \|_2 \]

\[ = (1 + \delta_{s+c}) \left( \frac{1}{2} - \mu \right)^2 \| D^T_{S \cup S_1} h \|^2 + \mu^2 \sum_{i=1}^{N} \lambda_i \| u_i \|^2 + \mu(1 - \mu) \sqrt{1 + \delta_{s+c}} \| A h \|_2 \]

where we use (93) in (a), (b) is from (95) and the first equality is in (75), (c) is due to that \( \tilde{\gamma}_i \) is \((s + c)\)-sparse, the Cauchy-Schwarz inequality and (76), (d) follows from (89), (e) is from \( \sum_{i=1}^{N} \lambda_i = 1 \) in (14), (13), (80), (84) and (85) and (f) follows from (87). Moreover, we have

\[ \sum_{i=1}^{N} \frac{\lambda_i}{4} \left( \| A D \tilde{\gamma}_i \|^2 + \| \bar{D} \tilde{\gamma}_i \|^2 \right) = \sum_{i=1}^{N} \frac{\lambda_i}{4} \left( \| A D (D^T_{S \cup S_1} h + \mu u_i) \|^2 + \| \bar{D} (D^T_{S \cup S_1} h + \mu u_i) \|^2 \right) \]

\[ \geq (1 - \delta_{s+c}) \sum_{i=1}^{N} \frac{\lambda_i}{4} \| D^T_{S \cup S_1} h + \mu u_i \|^2 \]

\[ = \frac{1 - \delta_{s+c}}{4} \left( \| D^T_{S \cup S_1} h \|^2 + \mu^2 \sum_{i=1}^{N} \lambda_i \| u_i \|^2 \right) \]

\[ = \frac{1 - \delta_{s+c}}{4} \left( \lambda^2 + \mu^2 \sum_{i=1}^{N} \lambda_i \| u_i \|^2 \right) \]
Therefore, one obtains
\[
0 \leq (1 + \delta_{s+c}) \left( \left( \frac{1}{2} - \mu \right)^2 + \frac{\mu^2}{4} \sum_{i=1}^{N} \lambda_i \| u_i \|_2^2 \right) + \mu (1 - \mu) \sqrt{1 + \delta_{s+c}} \| A h \|_2 X
\]
\[
- \frac{1 - \delta_{s+c}}{4} \left( X^2 + \mu^2 \sum_{i=1}^{N} \lambda_i \| u_i \|_2^2 \right)
\]
\[
= \left( (\mu^2 - \mu) + \left( \frac{1}{2} - \mu + \mu^2 \right) \delta_{s+c} \right) X^2 + \mu (1 - \mu) \sqrt{1 + \delta_{s+c}} \| A h \|_2 X + \frac{\mu^2 \delta_{s+c}}{2} \sum_{i=1}^{N} \lambda_i \| u_i \|_2^2
\]
\[
\leq \left( (\mu^2 - \mu) + \left( \frac{1}{2} - \mu + \frac{\alpha^2 s}{2c} \mu^2 \right) \delta_{s+c} \right) X^2 + \left( (1 - \mu) \sqrt{1 + \delta_{s+c}} \| A h \|_2 + \frac{a s \mu^2 \delta_{s+c} P}{c} \right) X
\]
\[
+ \frac{\mu^2 \delta_{s+c} s P^2}{2c}
\]
\[
\leq - \frac{\mu^2}{c} \left( c + \frac{a^2 s}{2} \right) \left( \frac{c}{c + a^2 s} - \delta_{s+c} \right) X^2 - \left( \frac{c^2 + a^2 s c}{c + a^2 s} \sqrt{1 + \delta_{s+c}} \| A h \|_2 + a s \delta_{s+c} P \right) X - \frac{\delta_{s+c} s P^2}{2}
\]
\[
\leq - \frac{\mu^2}{c} \left( \Delta X^2 - \left( \frac{c^2 + a^2 s c}{c + a^2 s} (1 + \delta_{s+c}) \| A h \|_2 + a s \delta_{s+c} P \right) X - \frac{\delta_{s+c} s P^2}{2} \right],
\]
(101)

where (a) is from (96) and (100), (b) is due to (86), (c) is from (91) and (92) and (d) follows from (22). Using (20) and (101), one obtains
\[
X \leq \frac{1}{2 \Delta} \left[ \sqrt{c^2 + a^2 s c (1 + \delta_{s+c}) \| A h \|_2 + a s \delta_{s+c} P} \right. \]
\[
+ \left. \left( \sqrt{c^2 + a^2 s c (1 + \delta_{s+c}) \| A h \|_2 + a s \delta_{s+c} P} \right)^2 + 2 a s \delta_{s+c} s \Delta P^2 \right]^{\frac{1}{2}}
\]
\[
\leq \frac{2 a s \delta_{s+c} + \sqrt{2 a s \delta_{s+c} \Delta} P + \sqrt{c^2 + a^2 s c (1 + \delta_{s+c}) \| A h \|_2}}{2 \Delta}
\]

where the last inequality uses \( \sqrt{f^2 + g^2} \leq f + g \) with \( f, g \geq 0 \). Since \( S_1 \subseteq S^c \), Then, by (87), (82) holds which implies (21) holds when \( c > 0 \) is an integer.

When the constant \( c \) is not an integer, taking \( c' = \lceil c \rceil \), then \( c' > c \) and \( (s + c') \) is an integer, thus
\[
\delta_{s+c'} = \delta_{s+c} < \sqrt{\frac{c}{c + a^2 s}} < \sqrt{\frac{c'}{c' + a^2 s}}
\]

Hence, by using the above proof by working on \( \delta_{s+c'} \), one can show that (21) holds.

\[\square\]
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