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r+o0 

(8) f"'() = - (1//7r) XI exp( x_)dx -2 fy (7), (8) we have oe=-4. Hence, by (7) wexa( a=p)2 

By (7), (8) we have ax= - '. Hence, by (7) we have f (a) = exp (-a 2/4). 
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ON THE MATRIX EQUATION AB=-I 

PAUL HILL, University of Houston 

In a course in linear algebra, and elsewhere, it is a great computational con- 
venience to know that if A and B are n-square matrices such that AB = I, where 
I is the identity matrix of order n, then necessarily BA =I and B is the inverse 
of A. A standard proof of this result is the identification of a matrix with its 
corresponding linear transformation and the proof that a linear transformation 
of a finite dimensional vector space is onto if and only if it is one-to-one. There is, 
however, an elementary direct proof of an even stronger result which is almost 
an immediate consequence of an interesting theorem about matrices that is 
not so well known, although its proof is quite simple. 

Suppose that R is a ring and that n is a positive integer. Let R. denote the 
ring of all n-square matrices over R. We emphasize that R need not be commuta- 
tive. 

THEOREM. If R satisfies the ascending chain condition for right ideals, then so 
does Rn. 

Proof. Denote by fi,j the function from R. to R that sends a matrix onto its 
(i, j)-component. Observe that if S is a nonempty subset of R. which is closed 
with respect to addition, subtraction, and scalar multiplication on the right, 
then f,,j(S) is a right ideal of R. 

Assume that { Ek } is a sequence of right ideals of Rn such that Ek is properly 
contained in Ek+1 for each positive integer k. For each positive integer t not ex- 
ceeding n2 let Ek,t denote the subset of Ek consisting of those matrices in Ek 
that have zero in each of the first t components-for definiteness, count the 
components by rows. Now suppose that t is less than n2 and that we have already 
shown that Ek,t is properly contained in Ek+l,t for all but a finite number of k. 
We wish to show that the latter result must also hold for t+1. Since fi,j(Ek,t) 
is a right ideal of R and since R satisfies the ascending chain condition, we know 
thatfi,J(Ek,t) =fj,j(Ek+1,t) for all but a finite number of k. If this equality holds, 
however, and if Ek,t is proper in Ek+l,t, then Ek,t+l is proper in Ek?+l,t+l; for if A 
is in EA+1,t but not in Ek,t, then there exists B in Ek,t having the same (t+l)- 
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component as A and B-A is in Ek+l t+i but not in Ek,t+l. We are led to the con- 
clusion that the set consisting of only the zero matrix in Rn is a proper subset of 
itself. Thus our assumption must be denied, and R, satisfies the ascending chain 
condition for right ideals. 

The next theorem is a weak version of Theorem 4 in [1]. 

THEOREM. If R is a ring with unit which satisfies the ascending chain condition 
for right ideals, then the equation ab = 1 in R implies that ba = 1. 

Proof. Define a mapping wr from R into itself by: x->ax. Since 7r(bx) =x for 
each x in R, w is onto. Let Kn= {x R Irn(X) =01 denote the kernel of 7-n for 
each positive integer n. Since Kn is a right ideal of R, there must be a positive 
integer n such that Kn = Kn+l? For any such n, we see that 7r(7rn(X)) = 0 implies 
that 7rn(X) = 0. Since rn is onto and since wr preserves addition, 7r must be one-to- 
one. Since wr(1) = 7r (ba), ba = 1 and the theorem is proved. 

COROLLARY. If R is afield or division ring and if A and B are n-square matrices 
over R such that AB= I, then BA = I. 

Proof. R has only the two trivial right ideals. 
Both of the above theorems can be proved, in much the same way, for the 

descending chain condition and also for left ideals, so we actually have 

THEOREM. If R is a ring with unit which satisfies the ascending (descending) 
chain condition for right (left) ideals and if A and B are n-square matrices over R 
such that AB=I, then BA =1. 
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TITCHMARSH'S THEOREM FOR ANALYTIC FUNCTIONS 

M. R. VIRGA, University of Michigan (Undergraduate student) 

The convolution of two functions f and g written f * g is a function defined 
on [0, oo) byf * g(t) =fof(u)g(t-u)du. An important property of convolutions, 
which was first proved (in [1]) by E. Titchmarsh, is: Iff and g are continuous 
on [0, oc) and iff * g=O, thenf or g=O. 

Jan Mikusinski makes use of this property of convolution products to con- 
struct convolution quotients, the theory of which provides a rigorous basis for 
Heaviside's operational calculus. He presents a different proof of Titchmarsh's 
theorem in [2]. 

An elementary proof can be given for the following special case of Titch- 
marsh's theorem: 

THEOREM. If f and g are analytic functions on an interval I which includes the 
origin and if f * g=0 on I, then either f = O or g=0 on I. 


	Article Contents
	p. 848
	p. 849

	Issue Table of Contents
	The American Mathematical Monthly, Vol. 74, No. 7 (Aug. - Sep., 1967), pp. 771-910
	Front Matter [pp. ]
	The William Lowell Putnam Mathematical Competition [pp. 771-777]
	Metric Postulates for Space Geometry [pp. 777-788]
	Rodrigues Formula Solutions to some Second Order Differential Equations [pp. 789-797]
	Conull and Other Matrices which Sum a Bounded Divergent Sequence [pp. 798-801]
	Elementary Path Counts [pp. 801-804]
	Mathematical Notes
	A Note on Matrix Quadratic Residues [pp. 804-810]
	On the Number of Pairs of Generalized Integers with Least Common Multiple Not Exceeding x [pp. 811-812]
	A Ring of Sequences Generated by Rational Functions [pp. 813-816]
	Sums of Squares of Polynomials with Coefficients in a Finite Field [pp. 816-819]
	The Number of k-Simplices in the mth Barycentric Subdivision of an r- Simplex [pp. 819-820]
	An Almost-Measure of Symmetry [pp. 820-823]
	A Series Representation for Euler's Constant [pp. 823-824]
	A Property of Sylow Subgroups of Finite Groups [pp. 824-825]
	General Existence Criteria for the Inverse of an Operator [pp. 826-827]
	Primary Abelian Groups with a Height Restricting Condition [pp. 827-829]
	A k-Critical Graph of Given Density [pp. 829-831]
	On the Numerical Radius of a Linear Operator [pp. 832-833]
	A Continuous Periodic Function has every Chord Twice [pp. 833-835]
	Uniqueness in the Division Algorithm [pp. 835-836]
	A Note on a Convolution-Type Combinatorial Identity [pp. 836-838]
	On a Theorem of H. Pétard
[pp. 838-839]

	Classroom Notes
	On (what should be) a Well-Known Theorem in Geometry [pp. 839-841]
	On the Intersection of a Nested Sequence of Compact Sets [pp. 841-842]
	The Boundary Values of a Holomorphic Function [pp. 843]
	Condition for a Loop to be a Group [pp. 843-844]
	Graph Extension Preserving Chromatic Number [pp. 844-846]
	On a Well-Known Improper Integral [pp. 846-848]
	On the Matrix Equation AB = I [pp. 848-849]
	Titchmarsh's Theorem for Analytic Functions [pp. 849-851]
	Matrices which take a given Vector into a given Vector [pp. 851-852]
	Proof of the Fundamental Theorem of Algebra [pp. 853-854]
	An Easy Proof of the Fundamental Theorem of Algebra [pp. 854-855]

	Mathematical Education Notes
	Searching for Mathematical Talent in Wisconsin, III [pp. 855-858]
	Research Workers in Mathematics Education [pp. 859]
	On the Training of Teachers of Advanced Placement Courses [pp. 859-860]

	Problems and Solutions
	Elementary Problems: E2002,2006-E2014 [pp. 860-861]
	Solutions of Elementary Problems
	E1860 [pp. 862-863]
	E1862 [pp. 863-864]
	E1868 [pp. 864]
	E1869 [pp. 864-865]
	E1871 [pp. 865-866]
	E1872 [pp. 866]
	E1873 [pp. 866-867]
	E1874 [pp. 867]
	E1875 [pp. 867-868]
	E1876 [pp. 868]
	E1877 [pp. 869]
	E1878 [pp. 869-870]
	E1879 [pp. 870]

	Advanced Problems: 5510-5519 [pp. 871-872]
	Solutions of Advanced Problems
	5410 [pp. 873]
	5411 [pp. 873-874]
	5412 [pp. 874-875]
	5414 [pp. 875-876]
	5416 [pp. 876]
	5417 [pp. 877]
	5419 [pp. 877-878]


	Reviews
	Review: untitled [pp. 878-880]
	Review: untitled [pp. 880]
	Review: untitled [pp. 880-881]
	Review: untitled [pp. 881]
	Review: untitled [pp. 881-882]
	Review: untitled [pp. 882]
	Review: untitled [pp. 882-883]
	Review: untitled [pp. 883]
	Review: untitled [pp. 884]
	Review: untitled [pp. 884-885]
	Review: untitled [pp. 885]
	Review: untitled [pp. 885]
	Review: untitled [pp. 886]
	Review: untitled [pp. 886]
	Review: untitled [pp. 886-887]
	Review: untitled [pp. 887]
	Review: untitled [pp. 887-888]
	Telegraphic Reviews [pp. 888-891]

	News and Notices [pp. 891-893]
	Mathematical Association of America: Official Reports and Communications
	New Sectional Governors of the Association [pp. 893]
	March Meeting of the Michigan Section [pp. 893-894]
	April Meeting of the Maryland-District of Columbia-Virginia Section [pp. 894-895]
	April Meeting of the Missouri Section [pp. 896]
	April Meeting of the Ohio Section [pp. 896-898]
	April Meeting of the Southeastern Section [pp. 898-904]
	April Meeting of the Texas Section [pp. 904-907]
	Announcement of L. R. Ford Awards [pp. 908]
	The 1967 William Lowell Putnam Mathematical Competition [pp. 908]
	Qualifications for a College Faculty in Mathematics [pp. 908-909]
	Professional Opportunities in Mathematics: New Edition [pp. 909]
	Calendar of Future Meetings [pp. 910]
	Future Meetings of Other Organizations [pp. 910]

	Back Matter [pp. ]



