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measure-preserving transformations on o-finite measure spaces. We also
establish corresponding maximal inequalities on L” for 1 < p < oo and
p-variational inequalities on L? for 2 < p < oo. This gives an affirmative
answer to the Furstenberg—Bergelson—Leibman conjecture in the linear case
for all polynomial ergodic averages in discrete nilpotent groups of step two. Our
proof is based on almost-orthogonality techniques that go far beyond Fourier
transform tools, which are not available in the non-commutative, nilpotent
setting. In particular, we develop what we call a nilpotent circle method that
allows us to adapt some of the ideas of the classical circle method to the setting
of nilpotent groups.
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1 Introduction
1.1 The Furstenberg-Bergelson-Leibman conjecture

Assume that (X, B(X), u) denotes a o -finite measure space. Let Z[n] denote
the space of all polynomials P (n) with one indeterminate n and integer coef-
ficients. Given any family of invertible measure-preserving transformations
Ti,....,T; : X — X,d > 1,ameasurable function f € L?(X), p > 1, poly-
nomials Py, ..., P; € Z[n], and an integer N > 1, we define the polynomial
ergodic averages

Pi,...,P,
AN (D)

1 Py (n) Py(n)
P Z fay™ T Mx), xe Xoo (1)
I[=N, NINZ| ne[—N,NINZ

A fundamental problem in ergodic theory is to establish convergence in
norm and pointwise almost everywhere for the polynomial ergodic averages
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Polynomial averages and pointwise ergodic theorems

(1.1) as N — oo for functions f € LP(X), 1 < p < oo. The problem
goes back to at least the early 1930’s with von Neumann’s mean ergodic
theorem [55] and Birkhoff’s pointwise ergodic theorem [10] and led to pro-
found extensions such as Bourgain’s polynomial pointwise ergodic theorem
[11-13] and Furstenberg’s ergodic proof [24] of Szemerédi’s theorem [53] in
particular. Furstenberg’s proof was also the starting point of ergodic Ramsey
theory, which resulted in many natural generalizations of Szemerédi’s theo-
rem, including a polynomial Szemerédi theorem of Bergelson and Leibman
[7] that motivates the following far reaching conjecture:

Conjecture 1.1 (Furstenberg—Bergelson-Leibman conjecture [8, Section 5.5,
p. 468]) Given integersd,k,m, N € Z, let Ty,..., T : X — X be a fam-
ily of invertible measure-preserving transformations of a probability measure
space (X, B(X), ) that generates a nilpotent group of step k. Assume that

Pii,....Pj,..., Pim € Z[n] are such that P; j(0) = 0. Then for any
fi, ..., fm € L®(X), the non-conventional multiple polynomial averages
Pt Pam
ANK T, (Al S ()
! . Py, j(n) Py, j(n)
~ [=N.NINZ| oo 1@,y a2

ne[—N,NINZ j=1

converge for ju-almost every x € X as N — oo.

Conjecture 1.1 is a major open problem in ergodic theory that was promoted
in person by Furstenberg, see [1, p. 6662] and [36], before being published
in [8]. Bergelson-Leibman [8] showed that convergence may fail if the trans-
formations 71, ..., Ty generate a solvable group, so the nilpotent setting is
probably the appropriate setting for Conjecture 1.1. Our main goal in this
paper is to establish this conjecture in the linear m = 1 setting in the case
when T1, ..., T; generate a nilpotent group of step two.

A few remarks about this conjecture and the current state of the art are in
order.

1. The averages (1.2) are multilinear generalizations of the averages (1.1)
in the case m = 1 and P;; = P; forall j € {1,...,d}. The basic case
d =k =m = 1 with P 1(n) = n follows from Birkhoff’s ergodic theorem
[10].

2. The case d = k = m = 1 with an arbitrary polynomial P;; € Z[n]
was a famous open problem of Bellow [3] and Furstenberg [25] solved by
Bourgain in his breakthrough papers [11-13].

3. Some particular examples of averages (1.2) with m = 1 and polynomial
mappings with degree at most two in the step two nilpotent setting were
studied in [32,43].
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4. The multilinear theory, in contrast to the commutative linear theory, is
widely open. Only a few results in the bilinear m = 2 and commutative
d = k = 1 setting are known. Bourgain [ 14] proved pointwise convergence
when P;1(n) = an and Pi2(n) = bn, a,b € Z. More recently, the
third author with Krause and Tao [38] established pointwise convergence
for the polynomial Furstenberg—Weiss averages [26,27] corresponding to
Plyl(n) =n and P172(l’l) = P(n), deg P >2.

5. Except for these few cases, there are no other results concerning pointwise
convergence for the averages (1.2). The situation is completely different,
however, for the question of norm convergence. A breakthrough paper of
Walsh [56] (see also [1]) gives a complete picture of L?(X) norm conver-
gence of the averages (1.2) for any 71, ..., Ty € G where G is a nilpotent
group of transformations of a probability space. Prior to this, there was an
extensive body of research towards establishing L?(X) norm convergence,
including groundbreaking works of Host—Kra [28], Ziegler [57], Bergelson
[4], and Leibman [40]. See also [2,20,23,29,54] and the survey articles
[5,6,22] for more details and references, including a comprehensive histor-
ical background.

1.2 Statement of the main results
We can now state the main result of this paper.

Theorem 1.2 (Main result) Letd| € Z4 be givenand let Ty, ..., Ty : X —
X be a family of invertible measure-preserving transformations of a o -finite
measure space (X, B(X), 1) that generates a nilpotent group of step two.
Assume that Py, ..., Py, € Z[n] are such that P;(0) =0, 1 < j < d,, and
let dy := max{deg P; : j € {1,...,d}}. Assume f € LP(X),1 < p < o0,

Pi,...P Pi,...,P
and let ANI;X “ (f) = A]\;;X,Tll,i...,
Pi,...P
(1) (Mean ergodic theorem) If 1 < p < 0o, then the averages ANI,X “ f)
converge in the LP(X) norm as N — oo.
(ii) (Pointwise ergodic theorem) If 1 < p < 00, then the averages
Pi,...,P
Ay x i f) converge pointwise almost everywhere as N — o0.
(iii) (Maximal ergodic theorem) If 1 < p < oo, then one has

Py,..., Py
| sup 1A O oy Savaonp 1Flrcxy. (1.3)
N€Z+

The implicit constant in (1.3) may depend on dy, dy, and p, but is inde-
pendent of the coefficients of the underlying polynomials.

@ Springer



Polynomial averages and pointwise ergodic theorems

The restriction p > 1 is necessary in the case of nonlinear polynomials as

was shown in [15,39]. We provide now a few remarks about Theorem 1.2.

1.

Parts (ii) and (iii) of Theorem 1.2 are completely new even in the case
p = 2 and extend Bourgain’s polynomial ergodic theorems [11-13] to the
non-commutative nilpotent setting. In particular, Theorem 1.2 (ii) gives an
affirmative answer to Conjecture 1.1 for all polynomials Py, ..., Py €
Z[n] and all measure-preserving transformations 77, ..., Ty : X — X
generating a nilpotent group of step two. Moreover, Theorem 1.2 gives
affirmative answers to [33, Problems 1, 2] for nilpotent groups of step two.

. If (X, B(X), ) is a probability space and the family of measure preserv-

ing transformations (77, ..., Ty,) is totally ergodic, then Theorem 1.2(ii)
implies that

Jim A3 w0 = [ 0)du) (14)

pn-almost everywhere on X. We recall that a family of measure preserving
transformations (77, ..., Ty,) is called ergodic on X if 7! (B) = B for
all j € {1,...,d;} implies u(B) = 0 or u(B) = 1 and is called torally
ergodic if the family (77, ..., T ) is ergodic for all n € Z.. In view of
(1.4), we see that the polynomial orbits

P

ne Z}

have a limiting distribution and, in fact, are uniformly distributed for u-
almost every x € X when the family (77, ..., Ty, ) is totally ergodic.

The conclusion of the mean ergodic Theorem 1.2(i) follows from [56] if
(X, B(X), w) has finite measure, but our proof allows one to deal with the
more general o-finite setting.

1.3 The universal step-two group Gy

The proof of Theorem 1.2 will follow from our second main result, Theorem 1.3
below, for averages on universal nilpotent groups of step two. We start with
some definitions. For integers d > 1, we define

Yo :={(1,h)€eZ xZ:0<l <} <d}

and the “universal” step-two nilpotent Lie groups G = Gg d)

Gg = {(xlllz)(l],lz)EYd X, € R}a (15)
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with the group multiplication law

[x -y,
X1,0 + Y0 ifly e{l,...,d}andl, =0,
X, + Y, + X1,0Y50 iflye{l,...,d}andl, € {1,...,]1 — 1}.
(1.6)
Alternatively, we can also define the group G‘g as the set of elements
g=E", g%, ¢V =(gonen. ay € RY,
@ = (8n1)ay myey) € RY, (L.7)

where d’ :=d(d — 1)/2 and Y/, := {(l;,[5) € Y5 : o > 1}. Letting

Ro : RY x R — R denote the bilinear form [Ro(x, ¥)]I11, = X1,0Y1,0,
(1.8)

we notice that the product rule in the group Gg is given by
(g - h](l) — g(l) 4+ h(l), (g - h](2) — g(2) +hP 4 Ro(g(l), h(l)) (1.9)

if g = (g, g®)andh = (A, h?). For any g = (g1, g@) € G}, its
inverse is given by

g = (8" g%+ Rolg. g")).

The second variable of g = (g1, @) € Gﬁ is called the central variable.
Based on the product structure (1.9) of the group G¥, it is not difficult to see
thatg-h=h-gforany g = (gV, g@) € G} and h = (0, h?) € G§.

Let Go = Go(d) denote the discrete subgroup

Go := G nz!4l, (1.10)

LetAg: R — Gg denote the canonical polynomial map (or the moment curve
on Gg)

X il =0
A = ’ 1.11
[Ao(xX) 11, 0 iflr £0, (1.11)
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and notice that Ayg(Z) € Go. For x = (x1,1,),.1p)ey, € Gg and A € (0, 00),
we define

Aox = A"y 1) ey, € G (1.12)

Notice that the dilations Ao are group homomorphisms on the group G that
are compatible with the map Ag, i.e. A o Ag(x) = Ag(Ax).

Let x : R — [0, 1] be a smooth function supported on the interval [—2, 2].
Given any real number N > 1 and a finitely supported function f : Gog — C,
we can define a smoothed average along the moment curve Ag by the formula

M) =Y N (NI f(Aom) ! x),  xeGo.  (1.13)

nez

The main advantage of working on the group G with the polynomial map
Ao is the presence of the compatible dilations Ao defined in (1.12), which
lead to a natural family of associated balls. This can be efficiently exploited
by noting that M ]’\(, is a convolution operator on Gy.

The convolution of functions on the group Gy is defined by the formula

(fr)) =Y fO-x0gy) =Y fgx-z7hH. (114

y€Go z€Go

Then it is not difficult to see that M3, (f)(x) = f * G} (x), where
Gl () =Y N (N ') agmy (). x € Go. (1.15)
nez
We are now ready to state our second main result.

Theorem 1.3 (Boundedness on Gg) Let Go = Go(d), d > 1, be the discrete
nilpotent group defined in (1.10). For any f € £P(Gg), 1 < p < oo, let
M;\(,(f) be the average defined in (1.13) with a smooth function x : R — [0, 1]
supported on the interval [—2, 2].

(1) (Maximal estimates) If 1 < p < oo, then one has

| sup M5 ar ey a1 lerceo (1.16)

(ii) (Long variational estimates) If 1 < p < oo, p > max { D, %}, and
T € (1,2], then

[Vo(My ()N e Df)”ez’(@,(,) Sd.p.prx 1 lerGo), (1.17)
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where Dy := {t" : n € N}. See (2.3) for the definition of the p-variation
seminorms V.

Some comments are in order.

1. Theorem 1.3 will be used to prove Theorem 1.2. The main tool in this
reduction will be the Calderdn transference principle [16], and the details
will be given in Sect. 3.

2. Theorem 1.3 extends the results of [44,47] to the non-commutative, nilpo-
tent setting. Its conclusions remain true for rough averages, i.e. when
x = 1j—1,1y in (1.13), but it is more convenient to work with smooth
averages.

3. The restriction p > 1 in Theorem 1.3 is sharp due to [15,39]. However, the
range of p > max {p, -5} is only sharp when p = 2 due to Lépingle’s
inequality [41]. One could hope to improve this to the full range p > 2
for exponents p # 2, but only at the expense of additional complexity
in the proof. We do not address this here since the limited range p >
max { D, %} is already sufficient for us to establish Theorem 1.2.

1.4 Overview of the proof

We will show in Sect. 3 that Theorem 1.2 is a consequence of Theorem 1.3
upon performing lifting arguments and adapting the Calder6n transference
principle. Our main goal therefore is to prove Theorem 1.3, which takes up
the bulk of this paper.

Bourgain’s seminal papers [11-13] generated a large amount of research
and progress in the field. Many other discrete operators have been analyzed
by many authors motivated by problems in Analysis and Ergodic Theory. See,
for example, [15,32,34,37-39,42-44,46,47,49,50,52] for some results of this
type and more references. A common feature of all of these results, which plays
a crucial role in the proofs, is that one can use Fourier analysis techniques, in
particular, the powerful framework of the classical circle method, to perform
the analysis.

Our situation in Theorem 1.3 is different as new difficulties arise. The main
issue is that there is no good Fourier transform on nilpotent groups that is
compatible with the structure of the underlying convolution operators and at
the level of analytical precision of the classical circle method. The second
obstacle is the absence of a good delta function compatible with the group
multiplication on (Gyo, -) (defined in (1.6)). This prevents us from using a
naive implementation of the circle method. The classical delta function
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Ty (x~"-y) =/

Td xTd

/ e((y(l) _ x(l)).G(l))e((y(Z) _ x(2))_9(2)) dQ(l)dQ(Z),
(1.18)

does not detect the group multiplication correctly, see Sect. 2 and (2.2) for
notation.

These two issues lead to very significant difficulties in the proof and require
substantial new ideas. We developed the following tools to circumvent these
problems:

(i) Classical Fourier techniques will be replaced with almost-orthogonality
methods based on exploiting high order TT* arguments for operators
defined on the discrete group G which arise in the proof of Theorem 1.3.
Studying high powers of TT* (i.e. (TT*)" for alarge r € Z. ) allows for
a simple heuristic lying behind the proof of Waring-type problems to be
used efficiently (and rigorously) in the context of our proof. This heuristic
says that, the more variables that occur in the Waring-type equation, the
easier is to find a solution. Manipulating the parameter r (usually taking r
to be very large), we can always decide how many variables we have at our
disposal, making the operators in our questions “‘smoother and smoother”.

(i1) Our main new construction in this paper is what we call a nilpotent circle
method, an iterative procedure, starting from the center of the group and
moving down along its central series, that allows us to use some of the
ideas of the classical circle method recursively at every stage. In our case of
nilpotent groups of step two, the procedure consists of two basic iterations
and one additional step corresponding to “major arcs”. The key feature
of this approach is that it is adapted to the classical delta function as in
(1.18). The minor arcs analysis needs two types of Weyl’s inequalities:
the classical one as well as the nilpotent one in the spirit of Davenport
[21] and Birch [9], which was proved in [33]. The major arcs analysis
brings into play some tools that combine continuous harmonic analysis
on groups Gg with arithmetic harmonic analysis over finite integer rings
modulo Q € Z.

We outline the argument in Sect. 1.4.1 below.

1.4.1 A nilpotent circle method and €> theory

To illustrate our main iterative procedure, it suffices to consider the bounded-
ness of the maximal function M ,)\(, on £2(Gg). We would like to prove that

[sup 1/ Gl ey S 1 2o (1.19)
2>
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Inequality (1.19) involves a genuinely sublinear operator, preventing a naive
implementation of high order 7 T* arguments. This contrasts sharply with the
situation of singular integral operators studied in [33]. We begin with a delicate
decomposition of the kernels G;(k adjusted to the nilpotent structure of the
underlying group Gg. Notice that these kernels have a product structure

GL(2) = Li(g) 1) (g®),
Leg") =Y 27 ¢ @ *m)1 (s — AJ (). (1.20)

nez

where A(()l)(n) =(n,..., nd) e 74 and g = (g(l), g(z)) € Gg asin (1.7).
First stage. We start by decomposing the kernels GZ, in the central variable.
For any integers s > 0 and m > 1, we define the set of rational fractions
Ry = {a/q:a=(a,...,an) €Z",
g 2.2 —11NZ, ged(ar, ... am. ) =1}. (1.21)

We define also RZ,, := (Jy<,<, RY'. For xD = (xl(llg) eRY, x@ = (xl(lzl)z) c
RY and A € (0, 00), we define the partial dilations
1
AoxV = (Allx,(lg)l.e{l,...,d} eR?,

2 L+l (2 d
Aox® = (A"x)) g ey, € RY, (1.22)
which are induced by the group-dilations defined in (1.12). We fix a small
constant § = §(d) <« 1, a large constant D = D(d) > 878, and a smooth

even cutoff function 9 : R — [0, 1] such that 1;_1 ;] < no < L;—3,2). For
k > D? and s < 8k, we define the periodic Fourier multipliers

BesEP) = Y nen@ 0 ¢ —a/q)),

a/qerd
B =1- ) B, (1.23)
s€[0,8k]

where n<p(x) 1= no(|x|/2)) and |A] := max{n € Z : n < A}. Then we
decompose

o= Y [ @556 d
T

s€[0,0k]

+ / e(g® £@) gL (D) ds?, (1.24)
T4’
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where g(z) .£@ denotes the usual scalar product of vectors in RY and e(z) =
™% _This induces our first stage decomposition G;(k =K+ sef0.5k) Kk,s»
where, with the notation in (1.20),

Kis(g) i= Li(g )Nk s (@), K{(g) := Li(gMINE(g®), (1.25)

and

Nis(8?) == n<sk (27" 0 g@) / e8P &) B (P aE®?,
T (1.26)
Nie®) = nen@ o8 [ (e P 25E®) ae®.

The main bounds we prove in the first stage are the first minor arcs estimate,

_ 2
1 * Kl S 272 1 e (1.27)

for any k > D? and f e Iz (Gy), and the first transition estimate,

_ 2
| sw I Keslpg) S27 I llegy  (128)
max(D?2,s/8)<k<k;

forany s > 0 and f € £*(Gy), ky := 22D(s+1)?

In the commutative setting, minor arcs estimates such as (1.27) follow using
Weyl estimates and the Plancherel theorem. As we do not have a useful Fourier
transform on the group Gy, our main tool to prove the bounds (1.27) is a high
order T*T argument. More precisely, we analyze the kernel of the convolution
operator {(K})*Ky}", where K} f := f * K}_ and r is sufficiently large, and
show that its £!(Gg) norm is < 27%. The main ingredient in this proof is
the non-commutative Weyl estimate in Proposition 2.3 (i), which was proved
earlier in [33].

To prove the transition estimates (1.28), we apply the Rademacher—Menshov
inequality (2.7) with a logarithmic loss to reduce to proving the inequality

—4, /D2
£2(Gy) S Hf||z2(((;0) (1.29)

DT

kelJ,2J]

for any J > maX(Dz, s/6) and any coefficients x; € [—1, 1], where Hy 5 :=
Ki+1,5 — K 5. For this, we use a high order version of the Cotlar—Stein lemma,
which relies again on precise analysis of the kernel of the convolution operator
{(Hk.s)*Hk.s}", where Hy s f := f * Hy s and r is sufficiently large. The key
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exponential gain of 2745/P *in (1.29) is due to a non-commutative Gauss sums
estimate, see Proposition 2.3 (ii).
Second stage. In view of (1.27)—(1.28) it remains to prove that

_ 2
sup | f % Kicsl o) S 272 1 l2o) (1.30)

| o
for any fixed integer s > 0. For this, we have to decompose the kernels Ky s

in the non-central variables. We examine the kernels Lk(g“)) in (1.20) and
rewrite them as

L") = nes2 0 g™) /T ) e(gM.eM)sEMyae™  (1.31)

where g(1.£() denotes the usual scalar product of vectors in R? and

S D) =Y 27 @ me(= Ay ()£ D). (1.32)

nez

For any integers Q > 1 and m > 1, we define the set of fractions
Rp=1{a/Q:a=(ai,....am) € Z"}. (1.33)

We fix a large denominator Q := (2P5TP)1 =1.2.....2P5+D and define
the periodic multipliers

VY ED) = Ym0 P —a/q)),

a/qeﬁ’és
Ve ED)y = Y nesn@ 0 Y —a/q)),
RAINRY
@/4ERIAR g (1.34)
wEED) =1 - 3w,
tel0,8’k]
=1— Y @00V —a/q),
a/qeR‘;a,k

where 8’ > § is a suitable constant and the sets Rf are as in (1.21). Since k >

Ky = 22D(5+1)2, itis easy to see that the cutoff functions n<s/x %M —a/q))
have disjoint supports and the multipliers \I'}(O;’V, Wy 5.1, Wi take values in the
interval [0, 1].
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We then define the kernels L}{O‘;V Lis,, Ly : 74 — Cby

L.g™) = ¢ (g™ /T . e(g W e S ED W, EM)ae®,  (1.35)

where WV, € {lIJ}(":V, Wy 5.t Wi b, and, finally, our main kernels G}{O‘S’V, Gios.ts
fs - 74 — C by

Gi(g) == Li(g") Ny 5 (). (1.36)

The estimates we prove at this stage are the second minor arcs estimate,

_ 2
If %Gl S 27PN f leay) (1.37)

2 ..
forany s > 0, k > 22DGs+D7 and f € 0%(Gy), and the second transition
estimate,

_ 2
| swp 1 * Gl gy S27P 1 leg,  (138)

max (kg,t/8)<k<k;

forany s > 0,¢ > Ds + D, and f € £>(Gy), where k; := 22D(+1)?,

The proofs of these estimates are similar to the proofs of the corresponding
first stage estimates (1.27)—(1.28), using high order T*T arguments. Surpris-
ingly, instead of using the non-commutative oscillatory sums estimates in
Proposition 2.3, we only use the classical ones from Proposition 2.2 here. We
emphasize, however, that the underlying nilpotent structure is very important
and that these estimates are only possible after performing the two reductions
in the first stage, namely, the restriction to major arcs corresponding to denom-
inators ~~ 2% and the restriction to parameters k > «;. We finally remark that,
if we applied the circle method simultaneously to both central and non-central
variables, we would encounter serious difficulties that do not allow for an effi-
cient control of the phase functions arising in the corresponding exponential
sums and oscillatory integrals, especially on major arcs.

Final stage. After these reductions, it remains to bound the contributions
of the “major arcs” in both the central and the non-central variables. More
precisely, we prove the bounds

I —s/D?
| sup |f Gy S 277 1 legy:
>Ks

e (1.39)
sup | f % Grs il 2 gy S 2772 1 2o

k>kK;
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forany s > 0,7 > Ds + D, and f € £>(Gy).

The mainidea here is different: we write the kernels G}C"‘:’ and Gy ; as tensor
products of two components up to acceptable errors. One of these components
is essentially a maximal average operator on a continuous group, which can
be analyzed using the classical method of Christ [17]. The other component
is an arithmetic operator-valued analogue of the classical Gauss sums, which

generates the key exponential factors 275/ D? and 2-1/P* in (1.39).

1.4.2 (P theory and variation norms

The problem of passing from ¢ estimates to £” estimates in the context of
discrete polynomial averages has been investigated extensively in recent years
(see, for example, [44] and the references therein), and we will be somewhat
brief on this.

The full £ (G) bounds in Theorem 1.3 rely on first proving £2(Gg) bounds.
In fact, we first establish (1.17) for p = 2 and p > 2, by following essentially
the steps described above. Then we use the positivity of the operators M 1)\(, (i.e.
M 1)\(,( f) = 0if f > 0) to prove the maximal operator bounds (1.16) for all
p € (1, oo]. Finally, we use vector-valued interpolation between the bounds
(1.17) with p = 2 and p > 2 and (1.16) with p € (1, oc] to complete the
proof of Theorem 1.3.

A new ingredient, which is interesting in its own right, is Proposition 9.4,
which provides £7 (Hp) bounds for the so-called shifted maximal inequality,
see [51, Section 5.10, p. 78] as well as [48, Section 4.2.4, p. 148] for similar
results in the commutative setting. Tools of these kinds are not apparent in the
commutative theory as the delta function (1.18) correctly detects the underlying
convolution structure. In our case, as we mentioned above, there is no delta
function that would be compatible with the convolution structure on Gg. This
is a serious obstruction, which forced us to establish Proposition 9.4. This
completes the outline of the proof of Theorem 1.3.

1.4.3 General nilpotent groups

The primary goal is, of course, to establish the full Conjecture 1.1 in the
linear m = 1 case for arbitrary invertible measure-preserving transformations
Ti, ..., T; that generate a nilpotent group of any step k > 2. The iterative
argument we have outlined in Sect. 1.4.1 could, in principle, be extended to
higher step groups, at least as long as the group and the polynomial sequence
have suitable “universal’-type structure, as one could try to go down along
the central series of the group and prove minor arcs and transition estimates
at every stage.
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However, this is only possible if one can prove suitable analogues of the
nilpotent Wey!’s inequalities in Proposition 2.3 on general nilpotent groups of
step k > 3. The point is to have a small (not necessarily optimal, but nontrivial)
gain for bounds on oscillatory sums over many variables, corresponding to the
kernels of high power (T*T)" operators, whenever frequencies are restricted
to the minor arcs. In our case, the formulas are explicit, see the identities (2.23),
and we can use ideas of Davenport [21] and Birch [9] for Diophantine forms
in many variables to control the induced oscillatory sums, but the analysis
seems to be more complicated for the higher step nilpotent groups. This is an
interesting problem in its own right, corresponding to Waring-type problems
on nilpotent groups, which may be interpreted as a question about solutions
of suitable systems of Diophantine equations induced by the moment curve
on Gy. A qualitative variant of the Waring problem in the context of nilpotent
groups was recently investigated in [30,31], see also the references given there.

Nevertheless, we hope that the methods of the proof of Theorem 1.3 will be
useful to establish a quantitative variant of the Waring problem on Gy in the
spirit of the asymptotic formula of Hardy and Littlewood as in the classical
Waring problem. We plan to investigate this question as well as its connections
with Conjecture 1.1 in the near future.

1.5 Organization

In Sect. 2, we summarize our main notation and collect some important lem-
mas. In Sect. 3, we show how to use the conclusions of Theorem 1.3 to prove
Theorem 1.2. In Sect. 4, we outline the main ¢2(Gy) argument in the proof
of Theorem 1.3 and divide this argument into five lemmas. In Sects. 5, 6,
7, and 8, we prove these lemmas, starting with the minor arcs estimates in
Lemmas 4.2 and 4.4, the major arcs estimates in Lemma 4.5, and the (more
difficult) transition estimates in Lemmas 4.3 and 4.6 . In Sect. 9, we prove
the maximal £7(Gg) estimates (1.16), p € (1, 00), using some of the more
technical estimates in Appendices A and B.

2 Notation and preliminaries

In this section we set up most of our notation and state some important lemmas
that will be used in the rest of the paper.

2.1 Basic notation

The sets of positive integers and nonnegative integers will be denoted by
Zy = {1,2,..}and N := {0,1,2,...}. Ford € Z, the sets Z¢, R4, C?
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and T¢ := R¢/Z¢ have standard meaning. We denote R, := (0, c0) and
Ly :={1,...,q}forq € Z,.

For any x € R we let |x| denote its integer part, | x| := max{n € Z :
n < x}. For any a € C? we will use the Japanese bracket notation (a) :=
1+ |a|2)1/ 2. For any sequence (ay)rez of complex numbers we define the
difference operator by

Apag = ax4+1 — ai. (2.1

We use 1 4 to denote the indicator function of a set A. We let C > 0 denote
general constants which may change from occurrence to occurrence. For two
nonnegative quantities A, B we write A < B if there is an absolute constant
C > O such that A < CB. We will write A >~ B when A < B < A. For two
quantities A, B we will use A <« B to indicate that there is a small constant
C > O such that |A| < CB. We will write < or >~ or < to emphasize that
the implicit constants may depend on the parameter §.

2.1.1 Function spaces

For an open set U C R¢ let C(U) denote the space of continuous functions f :
U — C.LetC"(U) C C(U) denote the space of continuous functions f on U
whose partial derivatives of order < n € Z all exist and are continuous, and
C>®W) := ﬂneZ+ C™(U). The partial derivatives of a function f : RY — C
will be denoted by 9y, f = 9; f; for any multi-index o € N4 let 3% f denote
the derivative operator 8?1 . 83" f of total order || := a1 + - - - + ag.

Given a measure space Y we let L”(Y), p € [1, oo], denote the standard
Lebesgue spaces of complex-valued functions on Y. These spaces can be
extended to functions taking values in a finite dimensional normed vector
space (B, || - l3),

LP(Y; B) := {F :Y — B measurable : ||Fllry:py:=IFlsllLry) < oo}.

In our case we will usually have X = Gg or X = R%or X = T¢ equipped with
the Lebesgue measure, and X = Gg or X = Z? endowed with the counting

measure. If X is endowed with counting measure we will shorten L?(X) to
£P(X) and L?(X; B) to £P(X; B).
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2.1.2 The Fourier transform

The standard inner product on R™, m > 1, is denoted by
m
xE =) xk (2.2)
k=1

for every x = (X1,...,xm), € = (£1,...,&,) € R™. Letting e(z) := €272,
z € C, the (Euclidean) Fourier transform and inverse Fourier transform of
functions f € L'(R™) will be denoted by

Fenf(©)i= [ fooeoxgydx, Felpori= [ p@ecs as.
We shall also abbreviate f: Frm f.

2.2 p-Variations

For any family (a; : ¢t € I) of elements of C indexed by a totally ordered set
I, and any exponent 1 < p < o0, the p-variation seminorm is defined by

J—1 1o
V@ = V@ rel = sup sup (Y latzn) —al) .

JelZy to<---<ly

tJ‘E]I j=0

(2.3)

where the supremum is taken over all finite increasing sequences in I.
It is easy to see that p — V7 is non-increasing, and for every fy € I one
has

sup |ar| < |ag| + VP(a; 1t €) <supla;| + VP(a; : t €1)
tel tel

= VP(a, : t €. (2.4)

Notice that V* clearly defines a norm on the space of functions from I to C.
Moreover

VP0(a,:tel) <VP(a:tel))+ VP(a :t €lb) (2.5)
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whenever I = II; U I, is an ordered partition of I, that is max[; = minI,.
Finally, if T is at most countable, then

Ve 1el) < (Z |a,|P>l/p. 2.6)

tel

We also recall from [46, Lemma 2.5] the Rademacher—Menshov inequality,
which asserts that for any 2 < p < oo and jo, m € N so that jo < 2" and any
sequence of complex numbers (ay : k € N) we have

m 12
VP(aj:jo<j=<2") < ﬁz ( Z ‘a(j+1)2i - aj2i)‘2> . @2

i=0 " jeljo2— 2m=i ~1]NZ

Finally, for every family of measurable functions (a; : t € I) € C by a slight
abuse of notation we continue to write

VP (a; :t € Dllrxy = a)ierllLrx:vey.

2.3 Products and convolutions on the group Gy

We now establish formulas that will be repeatedly used in the proof of Theo-
rem 1.3.

Many of our £2(Gy) estimates will be based on high order T*T arguments.
Let S, T1,...,S,, T, : EZ(GO) — £2(G0) be convolution operators defined
by some Y(Gy) kernels Ly, Ky, ..., L., K, : Gy — C, i.e. Sif=fx*L;
and T; f = f * Kj for j € {1,...,r}. Then the adjoint operators S, ..., S}
are also convolution operators, defined by the kernels LT, ..., L¥ given by
Lj(g) =L (g~1). Moreover, using (1.14), for any f € £*(Go) and x € Gy,
we have

SiT1...S'T fHx)

- ¥ []_[Lj(hj)l(j(gj)]f(g;l hrt L er o ). (2.8)

h1,81,.hr,8r€Go  j=1

In other words (S7T7 ... 87T, f)(x) = (f * A")(x), where the kernel A" is
given by

A= Y | TILGK oo™ hegr iy,

hi,81,.hr.8r€Go  j=1

(2.9)
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To use these formulas we decompose /; = (hﬁ-l), h?)), gj = (85-1), gﬁz)) as

in (1.7). Then

" g1 b g1V = 3 D g, (2.10)
l<j=r
it gt d® = 30 =P =g+ R Y — g
== (2.11)
1 1 1 1 :
+ D Ro=h gl —h 4 g,
I<l<j<r

as a consequence of applying (1.9) inductively. In most of our applications
the operators Sy, 11, ..., Sy, T, are equal and defined by a kernel K that has
product structure, i.e.

Sif=Nhf=---=85f=Tf=f*K,
K(g) = K(g", @) = kD (gMK@(g?). (2.12)

In this case we can derive an additional formula for the kernel A”. We use the
identity

]l{o}(x_l Ly) = / e((y(l) _ x(l)).e(l))e((y(z) _ x(z)).O(z))dO(l)dQ(z)

Td x T4’

and the formula (2.9) to write
AT (y) = / e(yV.00)e(y2.0@)x (60, 0@) dpVao @,  (2.13)
Td T’

where

sre0,0@):= 3 | []XGoK )]

hj.gj€Go j=1

e(—hy' gkt g 19.09).
i=1

Recalling the product formula (2.12) we can write
2 (0M,0%) =117 (6D, 0@) " (62, (2.14)
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for any O, 9(2)) e T x Td/, where

Hr(e(l),e(z)) — Z {ﬁ K(1>(h§.l))K(1)(g§1))}

O W mg  j=I1
hj & e

xe@®. 30 @ —gi)

I=j=r (2.15)
1 1 1
xe( = 0@ 30 R — )
I<j=r
ey &) )] )]
+ Z RO(_hl +gl ,_hj +gj )})
I<l<j<r

and

szr(9<2>) = Z { lL[ K(z)(hgz))K(z)(gﬁz))}

hP g P erd j=1

xe(0@. > (P — ¢ (2.16)
I<j<r
2r
:’ 3 KO @)e(— 6?6
g@ezd

2.4 Exponential sums and oscillatory integrals

We will often use the following estimates, which follow easily using the Pois-
son summation formula and integration by parts.

Lemma 2.1 Assume that m, M € Z, satisfy M > m + 1, and f : R" — C
is a CM(R) compactly supported function. Then, for any & € [—1/2,1/2]™,
we have

Y o)~ [ fwecsdd su [ i el
nezm R R =1

2.17)

As a consequence, for any j € {1, ..., m} we have
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X swe)] Sulg™ [ ol rwlds+ [ @l feolas. 2.18)
-1

xezm LS —

Many of our arguments will rely on estimates of exponential sums and oscil-
latory integrals involving polynomial phases. We record first some classical
Weyl-type estimates, which are proved for example in [52, Proposition 1]:

Proposition 2.2 (i) Assume that P > 1 is an integer and ¢p : R — Risa
CY(R) function satisfying

lppl < Li—p, Py, / |¢p(x)]dx < 1. (2.19)
R
Assume that ¢ > 0 and 6 = (01, ..., 04) € R has the property that there is
L ef{l,...,d}and an irreducible fraction a/q € Q with q € Z., such that
6, —a/q| < 1/¢* and g € [P, P'7%). (2.20)

Then there is a constant C = Cg > 1 such that

‘ qup(n)e( — G+ + ednd))| <, PI=¢/C, (2.21)

nez

(ii) For any irreducible fraction® = a/q € (Z/q), a = (ay, ..., aq) € 72,
q € Z4, we have

‘q_l 3 (- (91n+---+9dnd))‘ <q-I/C, (2.22)

neZy

We will also need non-commutative versions of these Weyl estimates. With
the notation in Sect. 1.3, forr € Z; let D, D : R" x R" — Gg, given by

D((ny, ..., n), (mi, ..., my)) = Ag(n1) " - Ag(my) - ... - Ao(n,) ™" - Ag(m,),
D((ni, ..., n), (mi, ..., my)) = Ag(n1) - Ag(m1) ™" - ...~ Ag(n,) - Ag(m,) "

(2.23)

By definition, we have

nh iflp =0,
0 ifl >1,

-l ifl, =0,

— _l =
[Ao()]1, = L T
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Thus, using (2.10) and (2.11), for x = (x1,...,x,) € R and y =
(1, ..., yr) € R" one has

[D(x, )i

d Iy [y : _
Z()’j _xj) iflp, =0,
= Z ( —xll)( 12) + i(xll+lz x lz) il > 1
. y J1 yjz X, : J yj 2=5
1§j1<j2§)’ ]=1
(2.24)
and
[D(x, )i,
d I Iy . _
Z(xj—yj) ifl, =0,
j=1

Y G =y =y + Z(y"”z Xy i > 1

I<ji<je<r

(2.25)

For P € 7, assume ¢(J) 1//(” R — R, je{l,...,r}, are C'(R)
functions with the properties

S (7| + [vi|] < 1.y,

sup / 631 0] + [T 0 dx < 1. (2.26)

1<j<r
For 0 = (O1,,) 1,1y, € R4 r € Zy,and P € Z let
_ ) Dy,
Sp.0) = Y =m0 [P 0w )
n,mez’” j=1
and
Ser@ =Y. e=Donm&)| [Tof apviompl.
n,mez’” j=1

where D and D are defined as in (2.24)—(2.25).

The following key estimates are proved in [33, Proposition 5.1 and Lemma
3.1]:
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Proposition 2.3 (i) Forany ¢ > O thereisr = r(e, d) € Z sufficiently large
such that for all P € 7 we have

1Sp.,0)] + |Sp., ()] < P PTVE, (2.27)

provided that there is (I1,13) € Y; and an irreducible fraction a/q € Q,
q € Z, such that

011, —a/ql <1/q* and q € [P, PhTR7e), (2.28)

(ii) For any irreducible fraction a/q € Q, a = (ann,)(, ney, € z\Yal,
q € Ly, we define the arithmetic coefficients

Ga/q):==q > Y ¢(— D, w).@a/q),

,
v,weZq

Ga/q):==q"" Y  ¢(— D@, w).a/q). (2.29)

v,weZl’]
Then for any € > O there isr = r(e, d) € Z4 sufficiently large such that
Ga/g) +1Gla/q) S q7'/*. (2.30)

We will also use a related integral estimate, see Lemma 5.4 in [33]:

Proposition 2.4 Given ¢ > 0 there is r = r(e, d) sufficiently large as in
Proposition 2.3 such that

-
[ Tt e=Dix, y).p) dxas] < (51717
V>< r ':1
” 2.31)
[ AT 86w 00 e Ber g dxas| < 1717
VX r J:1
for any B € R4l and for any C'(R) functions ¢1, V1, ..., ¢r, ¥y : R - C
satisfying, for any j € {1, ..., r}, the following bound
;O =+ 10x¢; ()| + ¥ ()] + 105 (O] S Lj—1,1(x).
3 Ergodic theorems: Proof of Theorem 1.2
Assuming momentarily that Theorem 1.3 has been proved we will illustrate

how to use it to establish Theorem 1.2. For this purpose we introduce a
smoothed variant of average (1.1).
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Letd, € Z4.Givenany family T, ..., Ty, : X — X of invertible measure-
preserving transformations, a measurable function f € L?(X), p € [1, oo],
polynomials Py, ..., P4 € Z[n],arealnumber N > 1, and a smooth function
x : R — [0, 1] supported on the interval [—2, 2] we can define a smoothed

polynomial ergodic average A; Xx P (f) € LP(X) by the formula

AN DG = SONT YW @ T, x e X

nez

(3.1)

3.1 Calderdn transference principle

We now establish a variant of the Calderén transference principle [16], which
will allow us to deduce maximal and p-variational estimates for smoothed
averages (3.1) from the corresponding estimates for the averages M }f, along
the moment curve Ag on the group Gy, see Theorem 1.3.

Proposition 3.1 Let di € Z, be given and let Ty,..., Ty, : X — X
be a family of invertible measure-preserving transformations of a o -finite
measure space (X, B(X), i) that generates a nilpotent group of step two.
Let Py, ..., Pg; € ZIn] be such that P;(0) = 0, 1 < j < di, and let
dr := max{degP; : j € {1 ., d1}}. Assume f € LP(X) for some

.....

spondmg to a smooth functlon x : R — [0, 1] supported on the interval
[—2,2]. Let MX be the averagefrom Theorem 1.3.

@) IfM])\(, satisfies (1.16) for some 1 < p < 0o then

P
I Jup A O oy Strdnpr 1FlLrcn. (3.2)

(ii) If M satisfies (1.17) for some 1 < p < oo, p > max {p, %} and
T € (1,2], then

“Vp( NXX (f) :N e Df)“uf(x) Sadl,dz,p,p,r,x ||f||LP(X)a (3-3)
where D; = {t" : n € N}.

Proof We proceed in two steps. We perform first a lifting procedure, which
allows us to replace the polynomials Py, ..., Py, with the moment curve Ag
from (1.11). Then we can employ the ideas from the transference principle
[16] to complete the proof.
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Step 1. Let G := G[T1, ..., Ty, ] be anilpotent group of step two generated
by T],...,le, SO

[([T;, T;1, T;] =1d, forall i,j,le{l,...,di}, 34)

where [S, T] := S™!T~!ST denotes the commutator of any two invertible
maps S, T : X — X. Define §;; := [T;,T;] = Ti_lTj_lT,-Tj, fori,j €
{I,...,d1}, thenby (3.4) note that T; T; = T;T;S;;, and T} S;; = S;; Ty for all
i,j,kell,...,di}. Hence

di di di

m; nj mi+n; min;
[m I =117"" 11 s (3.5)
i=1 j=1 j=1

I<i<j<d;

Formula (3.5) gives rise to a homomorphism 7 : Gg(d;) — G defined by

dy
m m
T =[]5n"" T[] $.° forany g=(myn)a .mer, €GCold).

L1=1 1<ly<l)<d,

Let A : Z — Go(dy) be defined by A(n) := (P1(n), ..., Pg,(n),0, ..., 0)~!
and note that

T(Am™ =1/, (3.6)

In view of [33, Lemma 2.2] there exists d € Z depending only on the integers
di,dr € Z4, and a homomorphism © : Go(d) — Gg(dl) such that for all
n € 7Z one has

A(n) = ®(Ap(n)). (3.7

From the proof of [33, Lemma 2.2] one can easily deduce that for every g €
Go(d) we have ®(g) € Z4 x (Z/2)di. Combining (3.6) with (3.7) we see that
the group & Go(d))] actson X viad~HGo(d))]x X 2 (g, x)—> gobxeX
defined by g © x = (T o ®(g))x, which allows us to write

Py,..., Pdl

Avex o MH@ =Y N YN fAom) T ox). (38)

nez

Step 2. We now prove (3.2) and (3.3). We will only prove (3.3), since the
proof of (3.2) is similar and we omit the details. Define f;'(g) := f(g ©
x)]]'[—l,l]d+d/(L_l e} g)]ld)_l[((}o(d])](g) for L > O, x € X and g € G()(d)
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Using (3.8) and the fact that g2 € ®~'[G(d1)], g € Go(d), observe that for
g € Go(d) obeying L™' o g € [—1, 119t one has

VA(Ay ()82 0x) s N e De N (L, L)
= VA (ME(fEDED : N e Do N1, L))
for some large absolute constant C > 0 depending only on d.

Summingoverall g € Go(d) obeying L log € [—1, 1]d+d/,andintegrating
over X, we have

[T ) Ive(any ()N eDentn L2,
(l1,h)eYy

5/ VoMY SED = N € D)oy i)
: (3.9)

S/XHféLllfp(Go)dM(x)
SO TT )i,

(l1,l2)€Ya

using also (1.17) in the second estimate. Dividing both sides of (3.9) by
[T¢,.1mey, L2 and letting L — oo we obtain (3.3). O

Having proven estimates (3.2) and (3.3) we can easily complete the proof
of Theorem 1.2.

3.2 Proof of Theorem 1.2(iii)

Let x : R — [0, 1] be a smooth function such that 1j_; 1] < x < 1j—2.2.
Note that

sup [Ayy (@< sup Ay AFD@).

N€+ N€+

Appealing to (3.2) we conclude (1.3). O

3.3 Proof of Theorem 1.2(ii)

By a simple density argument, using the maximal inequality (1.3), it suffices to
establish pointwise convergence for f € L”(X) N L>®(X) with 1 < p < oo.
Invoking p-variational inequality (3.3) one has

Lseees

o fim A @) = Ay @] =0
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wu-almost everywhere on X. The same is true for the operators

Tseees Pd]

i’

16
! -1 Piy Py ()
= mZX(N n)f(Tl ...le x), X EX
’ nez

Let & > 0 and pick a smooth function x : R — [0, 1] such that ||1j_ 1} —
Xl w) < e Fix f € LP(X) N L*(X) such that || f|[L~x) = 1 and f > 0,
and note that

. Py,...,
lim sup lAN. x
Do5M,N—o0

Py,...,

e — Ay O

, Pi,...P ~Pi,...P,
<2 limsup [Ay " (N = Ay, N H))

DyaN—>o0

. 1 B . (3.10)
< limsup —Z|X(N 1n)—]l[_lyl](N 1n)|

D;a2N—>o00 |[_N, N] le nel

S -1y = xllLiw
< g,

~

for u-almost all x € X. Letting ¢ — 07 we obtain that the limit

. Py,....Py
lim A, ! X
oo ANix (Hx)

exists z.-almost everywhere on X forevery € (1, 2]. Using this with t = 2!/
for s € Z we obtain that there exists a function f;* € L”(X) such that

Tim AL (@) = @ G.11)

pu-almost everywhere on X for every s € Z.. Since D, € ID,1/5 we conclude
that f* = f* forall s € Z,. Now for each s € Z, and each N € Z, let
(nm)men € N be a sequence such that 2"V/S < N < 20w+1D/s Then by
(3.11) for f > 0 we have

,,,,,,,,,,
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Letting s — oo we obtain

u-almost everywhere on X. This completes the proof of Theorem 1.2(ii). O

3.4 Proof of Theorem 1.2(i)

Finally pointwise convergence from Theorem 1.2(ii) combined with maximal
inequality (1.3) and dominated convergence theorem gives norm convergence
for any f € LP(X) with 1 < p < oo and the proof of Theorem 1.2 is
completed. O

4 Maximal and variational estimates on Gg: £2 theory

In this section we discuss the nilpotent circle method on the discrete group
Go, and outline the proof of the key p-variational inequality (1.17) for p = 2
and 2 < p < oo.

Assume that T € (1, 2] is a fixed parameter. The basic case is T = 2, but we
need slightly stronger bounds for the ergodic theory application, see (3.10).
We also fix a smooth function ¥ : R — [0, 1] supported on [—2, 2]. For
simplicity of notation, for k € N and x € Gy, let

Mif ) =M. fe) =Y 7 @ ) fAom) ™" x) = (f * Ki)(x),

nez (4 1)
Ki(x) := G%(x) =Yt x () ap0y (),

net
see (1.13) and (1.15) for the definitions M 1)\(, and G;(v respectively.

Our aim is to establish (1.17) for p = 2 and 2 < p < oo, which with the
new notation can be rewritten as follows:

Theorem 4.1 Let v € (1,2] and 2 < p < 00 be given. Then for any f €
02(Gy) one has

[VAM) k2 0) | o) Soperr 1 20)- 42)
In particular, one also has

[sup IMe 1 2y S 1 ey (43)
=
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The proof of Theorem 4.1 will take up Sect. 4, 5, 6, 7, and 8. For simplicity
of notation, all the implied constants in this proof are allowed to depend on

d, T, x,p.
We fix no : R — [0, 1] a smooth even function such that 1j_1,1] < no <
1{_225. Fort € R and integers j > 1 we define

n;j(t) :=no(rIt) —no(x /ey, 1= "n;. (4.4)
j=0

For any A € [0, oo) we define

n<ai= Y nj. (4.5)

jel0,AINZ

By a slight abuse of notation we also let 7; and n<4 denote the smooth radial
functionsonR™,m € Z,definedby n;(x) = n;(|x]) and n<a(x) = n<a(|x])

To prove Theorem 4.1 we need to decompose the kernels defining the oper-
ators M. The kernels Kj have product structure

Ki(g) := L(gM10,(g@),
Leg™) =Yt xFm)i g™ — AP (), (4.6)

nez

where A(()l)(n) =(n,..., n?) € 74 and g = (g(l), g(z)) € Gg asin (1.7).

4.1 The main decomposition

We first decompose the singular kernel 1 (g, (g(z)) in the central variable g(z)
into smoother kernels. For any s € Nand m € Z we define the set of rational
fractions

Ry = {a/q:a=(ai,...,an) €Z",
gelr*, *™HNZ, ged(ay, ... am, q) = 1}. 4.7)

We define also RZ, := Jy<y<, RY" For x(V = (xz(llo))lle{l d) € RY, x@ =

.....

(xl(lzl)z)(h,lz)eY;, e R? and A € (0, c0) we define the partial dilations
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1 2 4
Aox™ = (Alx{Dien..a) €RY Aox@ = (All+lzxz(1z)2)<11,zz>eYé € R,
(4.8)

which are induced by the group-dilations defined in (1.12).

We fix two small constants § = §(d) « 8 = §&(d) such that §' €
(0, (10d)~197 and & € (0, (8’)4], and a large constant D = D(d) > §78.
These constants depend on arithmetic properties of the polynomial sequence
Ao, more precisely on the structural constants in Propositions 2.2-2.4. For
example, we could take 8’ = (10d)~'°, then take § = §’/C/, where C; is a
large constant depending on the constant C in Proposition 2.2. Then we fix
an integer r = r(8) > 8% such that the bounds in Propositions 2.3-2.4 hold
with ¢ = 8%, and then take D := [r8~*] + 1. To summarize

1K1/ «1/8 <r < D. (4.9)

For k > (D/In1)? we fix two cutoff functions ¢,El) ‘RY = [0, 1], ¢,£2) :
R? — [0, 1], such that

o (gD = st o gM), $P (@) = nes(tF 0 g@).  (4.10)

For k,w € N sothatk > (D/In r)2 and 0 < w < k and for any 1-periodic
sets of rationals A C @d, B C Qd we define the periodic Fourier multipliers
by

ewaEM) = > ey o ¢V —a/q)), £V eT,

a/aeA @.11)
EtwsE?) = Y nesw( o P —b/g), P eT?.
b/qeB

Fork > (D/In )2 and s € [0, 8k] N Z we define the periodic Fourier multi-
pliers By s : RY — [0, 1],

Bis€?) = By re GV = D nesn(@ o € —a/q)).
a/qerd
(4.12)
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For k > (D/In1)* we write

loG®) = [ @6 ae®

= Z /Td/e(g(z)-é(z))Ek,s(f(z))dé(z) (4.13)

s€[0,6k]NZ

+ [ @)z E) e,
where g .£® denotes the usual scalar product of vectors in R and

Bii=1— Y B (4.14)

s€[0,8k1NZ

Then we decompose K = K, + Zse[o skjnz Kk.s» where, with the notation
in (4.6), we have

Kis(8) = Li(gM)Nis(e®), Kf(9) = Li(g")NE(g?),  (4.15)

and

Nis(8?) = 62 (5 / (e ED)E;  (6?) dE®),

¢ (4.16)
cro. @y . 42, (2) 2) £@)yme () 2)
Nis®) = 076 [ ele® £z a5,

We first show that we can bound the contributions of the minor arcs in the
central variables:

Lemma 4.2 For any integer k > (D/Int)% and f € €*(Gg) we have

_ 2
If* Kille@o S 7271 ey
(4.17)
This is proved in Sect. 5.1 below.
We now turn to the operators Ky s, and show first that we can bound the con-
tributions corresponding to scales k > 0 being not very large. More precisely,

for any s > 0 we define

Ky 1= 2P/ MDD, (4.18)
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Lemma 4.3 For any integer s > 0 and f € €*(Gg) we have

|VP(f * Kis : max((D/In7)%,5/8) < k < 2«) ”z%@m
_ 2
St fllergy) (4.19)

and

/D2
H sup 1f 5 Kisl gy S TP I L2y (4:20)
max((D/1n1)2,s/8)<k<2xy

This is proved in Sect. 7 below.
After these reductions, it remains to prove that

—s/D2 .
||Vp(f x Kps i k> Ks)”ﬁ(GO) <t s/D I flle2, for any integers > 0.
4.21)
The kernels Ky ¢ are now reasonably well adapted to a natural family of non-
isotropic balls in the central variables, at least when 7% ~ 1, and we need

to start decomposing in the non-central variables. We examine the kernels
L k(g(l)) defined in (4.6), and rewrite them in the form

Lig™) =Yt x o (— A 1) + g™
nez (4.22)
=) [ el D56

where g .£() denotes the usual scalar product of vectors in R?, and

k™) =t @ me(=Ag (.6 ™M), 4.23)

nez

For any integers Q € Zy and m € Z. we define the set of fractions
Rp=1{a/Q:a=(a....am) €Z"}. (4.24)
For any integer s > 0 we fix a large denominator
Q= ([P =12 [cPEHD (4.25)

and using (4.11) define the periodic multipliers
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VN ED) = E) = Y nwn o 6V —a/q),

a/qeﬁdgs
Wes i) =0 mine ED = Y0 nent o 6 —a/q)),
a/qeRf\ﬁ‘és
viED) =1-wvE) - Y . ED)
tel0,8’kINZ
=1— > 1oV —a/q)). (4.26)
alqeR%Ly,

Since k > Kk, = 2(P/In D6+D? we see that Qs < 9% Therefore the supports
of the cutoff functions n<s (ko (& M _gq /q)) are all disjoint and the multipliers
\D}C‘?:V, Wy 5.1, W take values in the interval [0, 1]. Notice also that Wy, = 0
unless ¢t > D(s + 1), and that the cutoffs used in these definitions depend on
8’k not on 8k as in the case of the central variables.

We examine the formula (4.22) and define the kernels L}(‘T‘S’V, Ly, Ly, -

7Z¢ — C by
L™ = ;" (") / e(g.EM) Sk WD) agW, (427)
Td

where (L, W) € (LY, W), (Lis.i, Wios.o), (LG, W)} For any k >
ks we obtain Ky, = G}CO‘;V + Z,Sa/k Gist + GC’S, where the kernels
GIY, Gi1, GS , : Z)Vdl — C are defined by

Gy (8) = LY (8 Nis (8,
Gos.i(8) = Lis. (8" Nis (89, (4.28)
¢ (@) = L") Nis(g?).

To prove (4.21) we need to establish Lemmas 4.4-4.6.
Our next lemma shows that the contribution of the minor arcs can be suitably
bounded:

Lemma 4.4 For any integers s > 0 and k > «y, and for any f € £*(Gg) we
have

. _ 2
1f % Gi (e S TP 1l (4.29)
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It remains to bound the contributions of the major arcs in both the central
and the non-central variables. We start with the contributions corresponding
to averages over large k.

Lemma 4.5 (i) For any integer s > 0 and f € 02(Go) we have

_ 2
[VoF G k=) | pgyy S TP I 2o (4.30)

In particular, we have

_ 2
| sup 17+ GVl gy S TN e (4.31)

>K€
(i1) For any integers s > 0,t > D(s + 1), and f € 02(Go) we have

VO % Grsa 1k 2 kD) oy S TN ey (432)

where k; = 2P/ nD+D? 46 i (4.18). In particular, we have

[ sup1f # Grsallagey < TP £ llcy)- (4.33)

>Kt

Finally, we deal with the operators defined by the kernels Gy  ; for inter-
mediate values of k.

Lemma 4.6 For any integers s > 0, andt > D(s + 1), and f € 02(Go) we
have

_ 2
[VO(f % G- maxtis, 1/8") <k < 20| o,y S TP 1 gy
(4.34)

In particular, we have

sup 1 # Grsil oy S TP N ey (439

max(kg,1/8)<k<2x;

We will prove these lemmas in Sects. 5-8. Theorem 4.1 follows from Lem-
mas 4.2-4.6.

For later use in the £7 theory, we will sometimes need to work with slightly
more general kernels on Gg. Given two 1-periodic sets of rationals 4 € Q4
and B C Qd/, we define

@),
),

Kiw.45(8) =L 4PN w5(g

, , ) (4.36)
Kk’w’A,B(g) = Lk’w’A(g )Nk, w,5(g
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where
Lew.a@D) = ¢ (g™) /T (gD W aE ) SeE D) gD,
Ly 18D = 9" (g M) /T (e E D)W G ASIE D) g,
Niws(e®) =& (g?) fT L eg@EN B D) as®. (437

The multipliers Wy, 4 and i, 5 are defined in (4.11) and AfS;y =
Sk+1 — Sk as in (2.1). Using the definitions, it is easy to see, for exam-
ple, that LY (gV) = L, e R, (g, Ly (gD) = Ly k r\RY, (g1, and

Nis(g?) = Ny k. rd (g )) as in (4.28).

5 Minor arcs contributions: Proofs of Lemmas 4.2 and 4.4

In this section we use high order T*T arguments to bound the minor arcs
contributions.

5.1 Proof of Lemma 4.2

We proceed in two steps:
Step 1. We define the operators KCf f := f*K;.Sete = 8% and fix a positive

integer r = r(d) large enough such that the bounds as in Propositions 2.3 and
2.4 hold. Then

(KO K f(0) = (f * AL (),

where, using the formulas (2.13)—(2.16) and (4.15), one has

AT =nsa G o) | ()T (00, 69)2p" (6) d6 6™, (5.1)
X

where

mere®,0?):= Y {]L[Lk(hﬁ.”)Lk(gﬁ-”)}

WD g ez =1

9(1) Z (h(l) 1))

I<j=r
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e =000 Y R A

l<j=r

1 1 1 1
+ Y Ro=h" g —nSD 4 gM))
I<l<j<r
and
2r
QE,F(Q(Z)) = ‘ Z N,f(g(z))e( — 9(2).g(2)) .
g@ezd

Using the defining formula (4.6) we can write

0= 5 ([lxe )

nj,ijZ j=1

X e( — oM, Z (A(()l)(mj) - A(()l)(nj)))

I<j=r

xe( =020 2 RoAL ), AL () — AL (m ) )

I<j=r

xe( =@ D0 Ro(A () — A omy),

I<l<j<r

A ) — AP )}
Using (2.24) it is easy to see that

o, > AP m ) — AL (n)))

I=j=r

+0@ L 3" Ro(AY (). A (n)) — A (m )}

l<j=r

+0@.4 3" RoA () — AL (mp). A () — AL (mj)} = 6D, m).
I<l<j<r
Therefore

0 = 2 ([Txtprtmpl(—0.00.m).

n,meZ’  j=1

5.2)

@ Springer



Polynomial averages and pointwise ergodic theorems

We can also derive a good formula for the kernel ™" Letting

F(BP) = > nese(t ™ 0 g@)e(—g@.?) (5.3)
g@ezd

and recalling the definition in (4.16), we have
2
2 (0?) = | / F0® - )3 @) ds®| " (54)
T

Step 2. We now prove that A" [, < vk, Using also the formula

(5.1) for this it suffices to prove that if k > (D/In 7)2 then

Ime" (00, 0@)Q5" (02| < ¢ forany 01, 0?) e T¢ x T¢.
(5.5)

We examine the formula (5.3) and apply Lemma 2.1 with M € Z, sufficiently
large to conclude that, for any 8 e [—1/2,1/2]%, we have

2 -M
|Fk(,3(2))|§M l_[ {rk(11+12+8)(1+|IBI(II)2|.Ek(11+12+8)) } (5.6)
(l1,h)eY)

To prove (5.5) we use the formulas (5.2) and (5.4), and consider two cases
depending on the location of §®). Assume first that #?) is far from the support
of B¢, i.e.

k’

Sk

there is an irreducible fraction a/q with ¢ < t%*~* and a = (@ni)q,.n)e Y

such that |9,(Izli —ann/ql < k2 —ki+h) gor any (I1,1) € Y). (5.7)

In view of the definitions (4.12) and (4.14) it follows that for any £® in the

support of the function Ej there is (/1,12) € Y, 5/1 such that |‘§l(1213 — GI(lzlil >

7Ok/27—k(i+h2) Then | Fr (0@ — g @)y < T2K/3 if £@ s in the support of &,
as a consequence of (5.6). The bounds (5.5) follow using (5.4) if 0@ satisfies
(5.7).

On the other hand, assume that 6® does not satisfy (5.7). By the Dirichlet
principle, for any (/1,») € ¥ 6; there is an irreducible fraction a;,;,/qi,1, such
that

1

Y
- k(l1+1)—8%k and qhi> € L1, Tk(lH_lz) ’ k] NZ.
qniT

2) apl,
‘91112 -
qi 1,
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Since 6@ does not satisfy the property (5.7), it follows that at least one of

the denominators gy, is larger than 9% In particular, the property (2.28) is
verifiedif P ~ t*. Recalling the formula (5.2), we can apply Proposition 2.3 (i)
to conclude that [IT;" (0D, 6| < ©=2k/8 Moreover, || Fxl| (rey S 1dueto

(5.6), therefore |Q;r 6®) ‘ < 1 as aconsequence of (5.4). The desired bounds
(5.5) follow in this case as well, which completes the proof of Lemma 4.2. O

5.2 Proof of Lemma 4.4

For later use we prove a slightly more general version of Lemma 4.4. For
. . . ’
1-periodic set of rationals B C R‘i sk» We define new kernels

(5@ =Li") N, (5.8)
where Ny s is defined in (4.37). We now prove the following lemma:

Lemma 5.1 For any 1-periodic set of rationals B C R‘;k, k > (D/In7)?
and any f € £*(Gg) we have

_ 2
I % G5 glle@y ST PN fllecy)- (5.9)

Since Gz , = G,‘;’S, see (4.28), Lemma 4.4 follows from Lemma 5.1.

RY

Proof of Lemma 5.1 As before, we shall proceed in several steps.
Step 1. We define the operators G 5 f = f * G} . Since G} z(x) =
LE(x WY Ny k., 5(x®)) we have

(G p) "G g f () = (f % AL p)(x),
where

AL () = n=sse(t o y) e(y.0)1; (01, 0P) < 5(02) doVap®,

Td xTd'
ro______
1 2)\ . (1) (e8] 1 (1) (1
me®,02):= Y []‘[L;(hj )L (8 )}e(e(). 3 gy
M Wega j=I1 l=j=r
hisi el (5.10)
xe( =D D Roh mS) — g
1<j<r ' '
+ 0 Ro=h" + g —n +gi)})
1<l<j<r
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and, with Fy defined as in (5.3), we may write
2r
@ 5(0?) = ‘/Td Fo0@?® — ), 5(6@)ag® . (5.11)

To prove Lemma 5.1 it suffices to show that for any (81, 9®) e T¢ x T¢
we have

(6, 62) 2% 5(62)| < =747 (5.12)

Step 2. Assume first that 0 is far from the support of Ej k.5, in the sense
that

1780 0@ —a/Q)| = t*°* forany a/Q e BC Ri&k-

Using (5.6) it follows that |} 5(6®)] < r=2%k Moreover

2
(00, 62| S ILEI g, S { I1 fk<z+a>} g
1<i<d

and the desired bounds (5.12) follow in this case.
Step 3. On the other hand, assume that

|‘L’k o (0 @ _q /0)| < 2% for some irreducible fraction
a/Q € BS RL,. (5.13)

In this case we prove the stronger bounds
‘n;(am, 9@))) <t forany oM e T (5.14)

We examine the formulas (5.10) and (4.27) to rewrite

1 1
me.0%) = [ vie0. 0% g0 g0)

< [T 1™ weeMsceMwi ) 6.15)

l<j=r

x deVagV .. dgVagD,
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where {1(1), 51(1), AU ;“,(1), i;‘,(l) € T? and

VieW, 0@V g e D)

> 11 {‘1519)(%)

hj,ngZd 1<j<r
(01 — i) hy)e (g )e(— 0P - Sf”)gj)} (5.16)
e( -6 { Z Ro(hj, hj—gj)

I<j<r
+ Z Ro(—h; + g1, —hj + 8j)})-
I<l<j<r
We will show below that
|S(Bwe (M) < ¢K/QAO)  for any D e T, (5.17)

where C is a constant from Proposition 2.2. We will also show that

Vi©e®,6@; 0 M D M)

2r

<{ Tk(1+a)} min [1 4 k(=89 9(1) ¢

- 1<11_L1 1<J<r[ | ’l lo (5.18)
=I= I<l<d

+ _[k(l—85) ”01(1) %—(1) ” ]

1 1 1
for any o) — (9,( Mietteay € T4 ¢ = @ iei.a) € T and &7 =
(g )le{l ’’’’’ ) € T?. Here Q < to%+! and 6® are as in (5.13), and

lnllg :== inf | —m/Q| forany u € R. (5.19)
mez

The desired estimates (5.14) would clearly follow from these bounds and the
identity in (5.15). Here the assumption § < 8’ in (4.9) plays an important role.

Step 4. The bound in (5.18) follows from the more precise formulas in
Lemma 5.2 below, using repeated integration by parts in the variables x;, y;
to prove bounds on the function Z; defined in (5.25) and using the trivial
bound |W’Q| < 1 for the function defined in (5.24). We prove now the bounds

(5.17). Assume ,3(1) = (,81(1))16{1 dy- By the Dirichlet principle for any [ €

.....
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{1, ..., d} there is an irreducible fraction a; /q; such that

1 ’
57 —alal < i wd el AN (20

If g < t%/CD forall I € {1, ..., d} then ¥F(BD) = 0 due to the definition
(4.26). On the other hand, if ¢; € [t‘s/k/(z‘{), lefs/k/z] N Z for some [ €
{1,....,d) then we apply Proposition 2.2 with P ~ ¥ and ¢ = §'/(2d).
Recalling the definition (4.23) it follows that | Sk (B (1) | <t —k&'/ (Zda, and the
desired bound in (5.17) follow. O

For later use, in Sect. 8, we prove an approximate formula for the multiplier
Vi

Lemma 5.2 Assume thatk > D/Int and 1 < Q < t2°*. Assume also that
0 —a@/0 +a?®, a® ez, |tFoa® <M (521
and

o0 — &) =bj/0+p;. 00—tV =¢;/Q+y;. bj.c; e’
0B, Qvj € [-1/2,1/2)%, (5.22)

forany j € {1,...,r}. Then we have the approximate identity

1 1
Vi@, 0@V g0 D gDy
o ) b (3:23)
=Wy@?;bi.cr.... beey) - Z1@P i By By £ 0P,

where

WVQ(a(2)5b17cla . --,brgcr)

o Y (] e(= ts/0m)elic;/0))))

,le,VjGZ‘é I<j=<r

xe(=@?/0)1{ Y Rowj,vj— ) 629
1<j<r
+ Z Ro(—vl+uz,—vj+uj)})},

I<l<j<r
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and

ZL@® Brvie - Brave) = /de{ [T+
<

1<l<d
x [T {neseene( = @ o Bpxy)nzscpe( o v).v)) |
== (5.25)
X e( — (‘L’k oa(z)).{ Z Ro(yj, yj — xj)

I<j<r
+ Z Ro(—yr + x1, —yj +xJ')}) dxjdy;.
I<l<j<r
Proof We decompose g; = Om; + wj, hj = Qn; +vj, mj,n; € Z
Wj,vj € ZdQ and then rewrite the formula (5.16) in the form

1 1
VEOD, 0@ ¢V M L D, £y

= > X I {res o con 1 vy

wjvj€liynjmjeZd 1sj=r
X e(yj.(an + vj))e((cj/Q).vj)
X Nk (T 0 (Qmj + pj))e( — Bj.(Qmj + pj))e( — (hj/Q)-ﬂj)}

xe(—a(z).{ Z Ro(hj, hj —gj)+ Z Ro(—hl'i‘g/s—hj"‘gj)})

1<j=r I=i<j=r
xe( = @270 Y Rowsv; =)
I<j=<r
+ Z Ro(—vl-i-ul,—Vj-l-/uLj)}).

I<l<j<r

We fix the variables 1 ;, v; and use the Poisson summation formula to replace
the sum over m j, n; with integrals. Using (2.17) with § = (=0, Qy) and
M large we see that the difference is rapidly decreasing in ¥, due to the

assumptions (5.21)—(5.22). Therefore

1 1
V;: (9(1)’9(2);51( )’El( )’.”’é-r(l)’sr(l))

_ Z {1_[ e(—(bj/Q)-Mj)e((C//Q)'Uj)}

/Lj,vJ‘EZ‘é I<j=r
xe( = @?/0){ Y Rowj.v; —up)
I<j=r
+ Z Ro(—v/-i-m,—”j‘i‘ﬂj)})
I<l<j<r
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X A@d 1_[ {ﬂgak(r*k o(Qnj + vj))e(yj,(an + Vj))

I<j=<r

an(gk(‘f_k o (Qm; +Mj))e( — Bj.(Qmj + /’LJ))}
xe(—a(z).{ > Ro(hj.hj—g))

l<j=r

3
+ Z Ro(—=h; + g1, —h; —l—gj)}) dmjdn; + O(T_D k),

I<l<j<r
where h; = On; + v; and gkj = Qmj + p; in the last line. We make the

changes of variables x; = t ¥ o (Qm; + ), y; = T ™% 0 (Qn; + v;), and
the desired formulas (5.23)—(5.25) follow. O

6 Major arcs contributions: Proof of Lemma 4.5

Our primary goal in this section is to prove the bounds (4.30)—(4.33). For later
use in the £7 theory, we will prove in fact slightly stronger bounds at several
stages.

6.1 Arithmetic decompositions

We will write the kernels G}COZ,V and Gy s; as tensor products plus error terms.
For any integer Q € Z, we define the subgroup

Ho = {h = (Qhy1),n)ey, € Go: hyy, € Z). (6.1)
Clearly Hp < Go is a normal subgroup. Let Jp denote the coset
Jo :==1{b= ) ey, € Go: by, € ZN[0, 0 — 11}, (6.2)
with the natural induced group structure. Notice that
the map (b, h) — b - h defines a bijection from Jp x Hp to Go. (6.3)

Assume that Q € Z, and ¥ > Q. Forany a € Z¢ and £ € R let

J(E) = /R 1@ 0el— A0 () £1dx = fR K el=AP ).k 0 )]y,

) =1* A X @ 0)e[—AY (x).E]dx = fR X Wel—AL (). 0 £)1dy,
S@/Q)=0"Y" el-Ay (n).a/0]. (6.4)

nEZQ
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where x'(x) := (1/t)x(x/t) — x (x). For any ¢ € {0, 1} we also let

gt — Sk ift =0, XL — x ift=0, J]é - Jr ift =0,
k AxSe ifi=1, x' ifi=1, Joife=1.
(6.5)

where S; : RY — R are defined as in (4.23). We first prove an approximation
formula for the functions ;.

Lemma 6.1 Ifk > D/Int, [tko&| < ¥4 1 < Q < % a € 74, and
t € {0, 1} then

|Si(a/Q + &) — S(a/ Q)T (E) S TP (6.6)
Proof We write

St@/Q+&6) =Y T Q0 +m)e[—AY (On +m).(a/Q + £)]

neZ,melg
= Y =AY /U Y e F e en + m)
mEZQ neZz

e[—AL (on + m).s]].

For any m € Zgp we apply the estimates (2.17) (withm = 1,§ = 0, and
M large) to replace the sum over n with the corresponding integral, at the
expense of an acceptable error. The desired approximate identity (6.6) follows
by a linear change of variables. O

We now prove an approximate formula for the kernels Ky . 4,3 from (4.36).

Lemma 6.2 Assume that k, w € N,k>D/Int,0 <w <kandletl < Q <
0k Let A C RdQ and B C RdQ be 1-periodic sets of rationals. If h € Ho and

by, by € Gy satisfy |b;| < Q4, j € {1, 2}, then we can decompose

Kiw,A,8(b1-h-b2) = Wiy oh)Vasolbt-b2)+ Exwas(h, by, by),
(6.7)

where, for any h = (WD, ) € Ho and b = WD, b@)) € Gy, one has

Wew.oh) = QM gy (h) / st (T 0 E)n<su(th 0 6)
R4 x R4
xe(h.(&,0))J(&)dEdO, (6.8)
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VanoD) = Q_d_d,{ Z S(U(l))e[b(l)‘(a(l))]}
oMeAn[o,1)d

x{ 3 e[b(z).(a(z))]}. (6.9)

@ eBn[o,Hd’

Here ¢p(h) = d),gl)(h(l))qbl((z) (WD) and the error terms Ex . satisfy the
bounds

|Evwanthbr by 5 2 T o0t
(I1,)e¥q

xn<a5k (T F 0 A noasi (75 0 k@), (6.10)

Proof We start from the formula Ky, 4.5(g) = Lk,w,A(g(l))Nk,w,g(g(z)),
and recall the definitions (4.11) and (4.37). Letting b; = (", ), by =
B, b, h = (D, h®) we have

by-h-by= (g, g,
g(l) = h(l) + bgl) + b(l)’ (611)
g@ =1 + 07 + b5 + Ro®(", h ™) + RohV + b1, b1,

Using (4.11) and (4.37) we have

Liwa(e") = ¢ (g /T gV £ S ") Wi a6 )

=n=s(tFog™) Y /Rd N<sw (T 0 E)Sk (@ +8)

oMeAn[o,1)d
e[ (kD + bV + ). .6V 4 £)] dt,

and

Mens6®) =076 [ e £2)505(6) de®

=nes(t Fog®) / , N=su(T 0 6)
o @eBn[o, e

x e[[h® + b7 + b5 + Ro(v}", V)
+ RohD + 5", 61,0 @ +0)} d6.
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We notice that if k¥ € (QZ)4, b{". b} € 24, 6D € A S R, |t7% o
hO) < 2% b1+ 1657 < 04, 0 < o, £ € RY, and |t* 0 £] < ©%* then

Nesk(t X 0 gM) = nese( ™ o hD) + 0z, (6.12)
[(hD 4+ b0 + 56D + )] = e[ B} + b5).(o M)l h D + b + b5V).]
= e[} + 550 1er D 8) + 0.

(6.13)

Using also Lemma 6.1 we have

Lk a™) = @™o h®) 3 s@Delof” +5). V)]
oWeAN[0,1)d

x / e (T 0 @eh D §)de| S T [T ok, (6.14)
R4

1<l <d

Moreover, assuming also that h® e (QZ)d,, b§2)’ bg) € Zd/, o@ eBC
RO Nr 0 n®| < % b+ b5 < 0% 0 e RY and |7F 00| < %, we
have

nesi(t ™ 0g@®) = n=sr(t ¥ o h®) + 0z, (6.15)

e{[h® + b7 + b5 + Rob{", h ™) + Roh™ + 51", bi)1.(0? + 0))

= o{[67 + 55 + Ry b0 @) Je(h®.0) + O (x4,

(6.16)
Therefore
Niw,5(8?) — sz ™ 0 )
x Y e + b + Ro{” b0 ?))
c@eBn[o, 1)’ (6.17)
X / N<sw(th o G)e(h(2).9)d0‘ ST R
R
(1,)eYy
The conclusion of the lemma follows from (6.14) and (6.17). O

6.2 Gauss sums operators

We consider now the convolution operators defined by the kernels V4 5 ¢ on
the quotient groups J¢ (see (6.2)). The convolution of two functions on the
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group J o is defined by a formula similar to (1.14), namely

(f #1 @) = D g fG 0 =Y gle-y Hf(). (6.18)

velp yelo

Lemma 6.3 Assume that Q € 7, and A C ﬁ“é and B C 75‘5 are 1-periodic
sets of rationals and let V 4 5, ¢ be the kernels defined in (6.9).

(i) Let g :=min{qg € Z4 : a/q € Band gcd(ay, ...,aq,q) = 1}, then
for f € ZZ(JQ) we have

—1/D
| %10 Viia B0l gy S8 1 leag)- (6.19)

In particular, if s > 0 then for Vs10W = Vﬁ‘é,,Rff/,Qs inequality (6.19)
ensures *

|f o, vy ”ﬂ(ﬂQS) S T_S/D||f||gz(ﬂgs)‘ (6.20)

(ii) Let g4 := min{qg € Z4 : a/q € Aand gcd(ay, ..., aq,q) = 1}. If
q1 >~ qaforeveryai/qr € A and 1 < ¢ < qi‘/Dfor every a/qa € B, then
for f € €2(Jg) we have

—1/D
| £ #30 Vasolpgy S a1 leqg): (6.21)

In particular, if s > 0, t > D(s + 1), then for Vs ; = VRf\ﬁ‘és,Rﬁ’,Qz we

have
”f *Jo, VSJ”ﬁ(JQt) S T_I/D”f”eZ(JQt)- (6.22)

Proof As in Sect. 5 we will use a high order T*T argument.
Step 1. Define the operator Vi 5.0 f = f *5, VaB.o- For the integer
r = r(d) as before we have

{Vas.0)"Vap.ol f(x) = (f x5y Vip.0)X),

where, as in Sect. 5, we have

.
Vi) = > { I1 VA,B,Q(hj)VA,B,Q(gj)}
hi,81,..., hrygreq]]Q j=1
xLiop(gy By gyt Ry y). (6.23)
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Using the formula

]1{0}(16_1 “y)
= g ~U+d) Z 6[(y(1) - X(l))-(a(l)/Q)]e[(y(z) - X(z))-(a(z)/Q)]
an”édeQ/

and the definition (6.23) we obtain

Vigo®) =0 @ 3" [y 0)]

d  rpd
anQxZQ

xe[y@.(a? /)Y p.o(@"/0,a?/0).

where
Y5000, 0%):= > { I VA,B,Q(hj)VA,B,Q(gj)}
hl,gl,...,h,,g,e.]IQ j=1 (624)
xe(—[hy" g h g 1MW) e(—[h7 g g, 1909,
Step 2. Taking into account (6.9) we may write
Vasoy®, y®) = o @) > ma(aDymp@?)
aVeZo/0),aPeZo/ )

><e[y(l).a(l)]e[y(z).oz(z)],

where m_4(a'V) := S(@")1 g0 1ya(@D) and mp@?) =1 o (@),
Using formulas (2.10)—(2.11) we may simplify (6.24). We notice that the sum

over the variables h( ), g(z) j €{l,..., r}leadsto §-functions in the variables

0@ _ /852) and 9(2) ;2). Thus

T,0(67.6%) = @) 0"

2. 2

1 1 1 1 1 1 1
B B o e@o/ @) D gt D gV el

X H {mae[n}.01 — BH] - matai e[ — g§P.00 — o]}

j=1

e[ =02 X Roth ) — g

I<j=r
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+ > Ro=h"+ gV —n 4 g ] (6.25)

I<l<j<r

Step 3. Our aim now is to show that

IVis 5.0lleae S5 (6.26)

This will establish (6.19) and (6.20), by taking Q = Q; and B = Rf/. To
prove (6.26) it suffices to show

T e [ I e PRI G N )

where q1]Q, g2|Q are the denominators of the irreducible representation of
the fractions 1) and 0® respectively.
Inserting the formula S(y(l)) = Q! ZneZQ e[—A(()l)(n).y(l)], see (6.4),
into the identity (6.25) with A = R4, we notice that the sums over the variables
(1) and ,8 D lead to §-functions. More precisely,
Tr (3(1) 9(2)) 1s, - (9 ))Q 2r

x[ Z e[Q(U.( Z A(()l)(nj)—A(()l)(mj))]

n,‘,ijZQ 1<j<r

<[ =02 X Ro(aP ). AL ) — A )

I<j=r

+ 2 Ro(4g) ) — AP ), AL n ) — A @) |}

I<l<j<r

= ﬂBﬁ[O,l)"/ (9(2))Q72r Z 2[ _ D(n’m).(e(l)’ 9(2))],
n,mEZ’Q

where D(n, m) is defined in (2.24). Using Proposition 2.3 (ii) we obtain (6.27)
as desired. -

Step 4. To prove (6.21) as well as (6.22) with Q = Q; and A = R{ \ R, ,
B =R? we show

IVas.olong, Saa' (6.28)

We still use the formula (6.25), with A C ﬁ‘é and B C ﬁdQ/ satisfying g1 >~ g4

for every a1/q1 € A,and 1 < ¢» < qil/ D for every az/q> € B. We would

1

like to first evaluate the sums over the variables & j and g(l) these sums

would lead to §-functions if #® = 0, but there is an obstruction for other
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values of 6®). However, we can exploit the fact that the denominators of

fractions 0@ are small. Indeed, assume that a(z)/ g2 = 0@ is the irreducible

representation of the fraction 8, where 1 < ¢» < qi{D and ¢, divides Q.

(€]

For j € {1,...,r} we decompose hﬁ.l) = q2y; + y}, g = q@Xxj+ x;.,

o d . . d :
yj X € Zqz, Yj,Xj € ZQ/qz' Then we notice that

(Q/q) ™" > [T elazy; -6 - /3;1))]2[ — gox; (0 — a;n)]

Y1 ~X1s~-~»)’r»xr€ZdQ/q2 Jj=1

,
= [T 12:[a260® = B2 [g26 — ™))
j=1

Therefore, using formula (6.25), one sees

M @2 ()
45,00, 09)| <1y 1y (@ ){ Z
BV BV Ve o))

[T12¢[a26" — 8]
j=1
x 10[g20" — )] im (B m a1}

Recall that m 4(y) = S(y)1 Anfo, 1d (¥). It follows from Proposition 2.2 (ii)

/C

that for any y € A we have |[m4(y)| < qil , since g1 ~ g4 for every

ai/q1 € A. Therefore

M o) 2) (1)y,,—2r/C 2d
|Tf4,B,Q(9 , 0 )|§]18m[0,1)d’(‘9 YL as @ /g @ )a " ay

where A + (Z/q2)? = {a/qp +0 : 6 € A, a € Z%}. The desired bound
(6.28) follows since 1 < g < qi{D for every ay/q2 € B, and r € Z, is
sufficiently large. O
6.3 Maximal and variational operators on the group H

The main result of this subsection is the following lemma:

Lemma 6.4 Assume that2 < p < oo, t € (1,2], and k, ko, w € N satisfy

0 <w<kandk = ko = D/Int. Assume that 1 < Q < %% and let
Wiw,0 : Hp — C be defined as in (6.8). Then, for any f € KZ(HQ) and
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D C N one has
[VOCf 320 Weko k€ Dio.0) o,y S 1 2y (629)
uniformly in Q, where Dy, o :={k € D : k > ko, %% > 0).

Moreover, for every w € N and every sequence {xy}xen C C satisfying
supen |2l < 1,

< _L_—w/D2 ’
Py ~ 1 le2mg)

H Yo af sy Wiwit.0 — Wi )
ke]D)ko,Q,k>w

(6.30)

forany f € Ez(HQ), uniformly in Q.

The main idea to prove (6.29)—(6.30) is to compare our operators with
suitable operators on the Lie group Gg. More precisely for 0 < w < k we
define the kernels Wy ,, : Gﬁ — Cby

W)= e [ (e 0 (7 0 0)e(r.(6,00) ) dd,
(6.31)

where x = (x(, x@) € RY x R? = G¥ and ¢ (x) = ¢ (x> (x@).
Then we have a continuous version of Lemma 6.4:

Proposition 6.5 Assume that2 < p < oo, T € (1,2], and k, w € N satisfy
0 <w < k. With Wi, : Gg — C defined as in (6.31), for any f € LZ(Gg)
one has

|veor *Gt Wik tk > O)HLz(Gg) S IIfIILz(Gg)- (6.32)
In particular, one has

Isup1f g Weallziegy S 1 gy (633)

Moreover, for any w € N, any sequence {xilren < C satisfying
Supgen |2kl < 1, and any f € LZ(Gg) one has

< T_w/D“f”Lz(Gg)‘ (6.34)
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Continuous maximal operators such as (6.33) have been extensively studied,
see for example the conclusive work of Christ-Nagel-Stein—Wainger [19].
However, the variational estimates in the nilpotent setting in the spirit of [19]
appear to be new. For the convenience of the reader we provide a self-contained
proof of Proposition 6.5 in Appendix A. Assuming that Proposition 6.5 holds,
we show how to use it to deduce Lemma 6.4.

Proof of Lemma 6.4 We define the Q-cubes
Co =10, ) x [0, O)" < G, (6.35)

and notice that the map (u, h) — - h defines a measure-preserving bijection
from Cg x Hg to Gh. Let 1 < p < oco. Given f € €7 (Hp) we define

(- h) == f(h) forany (u, h) € Co x Hy,

(6.36)
A et? @Y. 1 oy = QP ller g

We now prove the following bounds: forany 1 < p < coand2 < p < co we
have

|| Vp(f *Hy Wk,k,Q = Dko Q)| 0 (Hyp)
S QDY gy Wik 1k =0,

(&9
+ 1 fllerg)s (6.37)
and
H Z 2 f g Wiwt1,0 — Wiw,0) )
keDy,, 0, k>w 0
5 Qi(der )/p H Z }fkf# *Gg (Wk,w-i-l - Wk,w)‘ LP(GH) (6'38)
0

kGDkO,Q,k>w
—w/8
+ T fllerag)-

It is easy to see that the inequalities (6.37)—(6.38) with p = 2 can be
combined with (6.32), (6.34), and (6.36) to complete the proof of Lemma 6.4.
It remains to prove the bounds (6.37)—(6. 38). For this we compare the func-
tions f *p, Wi w o : Ho — (Candf#*G# Wkw (G — C. By (6.8) and

(6.31), we have Qd+d Wk,w(h) = Wi, w,o(h) for any h € Hp. Moreover, by
(6.31) notice that

| Wiw (et - - 112) — Wi w(h)| < Ex(h), (6.39)
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where

By =72 T e e ™ 0 nMnaasic ™ 0 1),
(l1.)eYy

for any h, 1, uo € Gg with || + (2] < 04, provided that k > D/In,
O<w<kandl < th‘w‘.Thus

(g W) -h)y = /C FH ) Weaw e byt py D du
hleHQ Q

= Y f) | WewGe-h-hitophdp,
h]GHQ CQ

for any (i, h) € Cp x Hgp. Using (6.39) we have

[ Pt b by dmn = Wi i h| < Bxh i hott
Q

Therefore, for any f € €7 (Hyp), h € Hp and € Cp, one has
(f #Hg Wiw,0) (1) = (f* sgp Wiw) (- h) + O (tH4(1 f 1 #my E (),

provided that k > D/In7,0 < w < kand 1 < Q < 7% The desired
bounds (6.37) and (6.38) follow from the last identity and the observation that
Yo T HERN ) S T8 forany w € N, O
6.4 Proof of Lemma 4.5

We begin with a transference lemma which will be used repeatedly.

Lemma 6.6 As in Lemma 6.4, assume that 2 < p < oo, T € (1, 2], k > ko,
and1 < Q < %% Assume that K,iGO : Go — C are given kernels such that

Kby h - by) == W,CHQ(h)V“HQ(bl +b2) + Ex(h, b1, by),  (6.40)
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forany h € Hg and by, by € G satisfying |b;| < 0%, j € {1,2}, for some

H .
kernels W, 2. Ho — Cand vie . J o — C, where the error terms satisfy
the estimates

sup ||Ek(, bl, b2)||£l(HQ) S T_k/3. (641)

b1l,1b2|<0*
LetD € NandDy, o = {k € D : k > ko, 7ok > 0O} as in Lemma 6.4. Let also
IC,(?Of = f *g, KE’O, and W,]flgg = g *H, W,EHIQ, and VIeh :=h *Jo vie

. . H
denote the convolution operators corresponding to the kernels K GO, W, Q

and Vie.
Then for any 1 < p < oo and either B = VP or B = £*®°

H (Kfo)keﬂ)koyg H(ZP(GO)—>EP(G0;B)

H
5 H (Wk Q)ke]DkO,Q HZP(HQ)—>EP(HQ;B) HVJQ HZP(JQ)—>ZP(JQ)
+ ko8 =1/38) (6.42)

Moreover, for any sequence {x}ren € C satisfying supycp k] <1

H
” Z ”kKli}O”zp(Go)—W(Go)gH Z X"WkQHEP(HQHKP(HQ)

keDyy, 0 keDy,. 0
J (6.43)
x HV Q”ZP(JQ)_)(P(JQ)
4 ho/8 =1/,
Proof Using (6.40) for b € Jp and h € Hp we may write
(f*KYB- = S flr-hDKOG-h-ht b
h]EHQ,b]GJQ
= Y FOr-h){WEh- RV ® by

hieHg, b1€lg
+Er(h- byt b, b7 H] (6.44)

Forany i’ € Ho andb € Jo let Fy, (b, h') := Y2 g, f(b1-h)VIC(b-b7).
We also take
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H _
Fi(h,b):= Y Fip(b, k)W (- hih)
h]GHQ

Gih,b.by) ==Y |f(br-h)Ee(h-hy" b.by ).
hieHg

Then by (6.44) we have

|| Vp(f * K;S’O 1k e Dko,Q)HZP(GO)

1/p
= (X VA(RGb) keDy o))
heHg, bely

+2 3 (Z( 3 |Gk(h,b,b1)|p)p/p>l/p
bbielg heHg keDy, o
=L+ D.

(6.45)

For the first sum in (6.45) we now see that

H
I = H (Wk Q)ke]D)kO,Q HZP(HQ)—)@P(HQ;VP)”VJQ H[P(JQ)—>ZP(JQ)”f”l!’(@o)a

whereas for the second one we use (6.41) to conclude that I < 7 —ko/8 Q~1/®)
Il £ ller (Gy)- This proves (6.42) when B = V*. The remaining conclusions of
the lemma follow in a similar way. O

We now establish a slightly more general result for the kernels Kj 4.5 :
Go — Casin (6.7). Let Va .o f := f x5, Va8, o denote the convolution
operator corresponding to the kernel V4 5.0 : Jo — C from (6.9).

Lemma 6.7 As in Lemma 6.4, assume that p € (2,00), T € (1,2], and
k, ko, w, Q € Nsatisfy 0 < w < k, k = ko = D/Int, and 1 < Q < 7ok,
Assume that A C RdQ and B C RdQ are 1-periodic sets of rationals. Then, for

any f € €*(Go) and D € N we have

|VP(f % Kikas k€ Dio,0) | o gy

—ko/8 Q—l/(85)) (6.46)

5 (”VA,BaQ”Ez(JQ)—)EZ(JQ) +7T “f”EZ(Go)’
uniformly in Q and ko > D/Int, where as before Dy, o = {k € D :
k > ko, % > Q). Moreover for any sequence {xy}xen < C satisfying

Supen k| <1, any f € 0%(Gy), and any Q € Z4, w € N we have
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H > saf x (Kewi1.48 — Kew.aB)
keDyy, 0, k>w

£2(Go)
0 (6.47)
<z w/D Va0l —eag)
4 r—max(ko,w)/S Q—l/(85))”f”62(G )-
0
Proof To prove (6.46) we use Lemma 6.6 with K,(CG’O = Kk AB WkHQ =
Wi k,0 and vie = V4.8,0 as in Lemma 6.2. The assumptions (6.40)—(6.41)

in Lemma 6.6 follow from (6.7) and (6.10). The bounds (6.46) follow from
(6.42) with p = 2 and (6.29).
On the other hand, taking K,iGO = Kiwt1.48 — Kiw. A8 WEHQ =

Wi,w+1,0 — Wi,w, 0, and vie = V8,0, the bounds (6.47) follow from
(6.43) and (6.30). O

We are now finally ready to complete the proof of Lemma 4.5.

Proof of Lemma 4.5 Notice that G}C"? =K KRS R We use (6.46) with
0 = Qy and kg = «;; in view of (6.20) we have || VﬁdQ R0, ||52(JQS)—>52(JQS)

N /D and the bounds (4.30)—(4.31) follow from (6.46).
Assuming thats > 0,7 > D(s+1) and taking A C R?\R‘és and B C R‘és
we conclude, using (6.21) and (6.46) with Q = Q; and kg = «;, that

[V % Kk ik =60 oy S TP 1 e (6.48)

for any 2 < p < 00, as well as

| sup 1 f % Ki ksl 2y S 77721 2oy (6.49)

=Ky

The desired bounds (4.32)—(4.33) follow since G s ; = Kk,k,Rf’\ﬁdQs,Rff“ |

7 Transition estimates I: Proof of Lemma 4.3

In this section we prove the bounds (4.19)—(4.20). Let Hy s := Kk+1.5s — Kk s
for k > jo := max((D/Int)?,5/8) and apply the Rademacher—Menshov
inequality (2.7) withm = [(D/InT1)(s + 1)2] + 4. For (4.19) it suffices to
prove for any fixed i € [0, m] that

(£ 1 5 ey

jeljo2=i2m=i—1] ke[j2!,(j+1)2 —1]

Saal

3.
2(Go) £2(Go)
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Using Khintchine’s inequality and dividing again dyadically, for (4.19) it suf-
fices to prove that

DT ST e 7.1

2
kel[J,2J] #Go)

for any J > max((D/In 7)2, s/8) and any coefficients x; € [—1, 1].
To prove (7.1) we examine the definition (4.15) and the further decompose

Hy s = Hkl’s + H]iy + Hl?,s’

H (9) == [0 Lid(gMg” (6@) /T LoD EDEL D) dg?,

(7.2)

H? (9) = L1 (g™ Al 718} /T L e(g®ED) B ) s,

HY (8) = Lir1 (g7 (6P / o8 ED)[ AL 1(EP) dE@.

T4’
We will prove that, for any £ > max((D/In 7)2, s/8) and ¢ € {2, 3},
—k/D
||f * H/é,s ||Z2(([}0) S T / Hf”fz((@o)' (7.3)
We will also prove that
1 —s/D

| X axs] . 2T e, (7.4)

kelJ,2J]

for any J > max((D/In 7)2, s/8) and any coefficients »; € [—1, 1]. These
two bounds would clearly imply the bounds (7.1).

7.1 Proof of (7.3)

Step 1. Assume first that ¢ = 2 and recall the definition of the functions ¢(2)
(4.10). Notice that if g = (g7, g(z)) is in the support of the kernel H~ 2 ; then

there is (I1, ») € Y/ such that |glllz| > ¢k(hi+h) Therefore we can 1ntegrate

by parts many times in the variable f;‘l l) (recall the definition (4.12)) to prove
that the kernels H2 ; decay rapidly ink, i.e. |H2 ()] < %% forany g € Gy.
The desired bounds (7.3) follow.

Step 2. Assume now that ¢ = 3. In this case we use a high order T*T
argument as in Sect. 5. Notice that the kernels H; >  have product structure,
so we can apply the identities (2.13)—(2.16). With r bemg a sufficiently large
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integer such that the bounds in Propositions 2.3 and 2.4 hold with ¢ = 8%, it
suffices to prove that

e (00, 6y (6@)] S v forany (61, 0?) e T x T,
k> (D/Int)?, (7.5)

where IT;"" is as in (5.2) and

2r
g, 0 = | fT B0 — )84 ?) - 80, 6O @[
(7.6)

The functions Fj, : T4 — C are defined in (5.3) and satisfy the bounds (5.6).

The proof of (7.5) is similar to the proof of (5.5). Indeed, if 6 is close
to a fraction with small denominator, in the sense of (5.7), then | Fi1 O —
£@))] < 772/8 if €@ is in the support of Ex41.5 — E.s, due to (5.6). The
bounds (7.5) follow in this case. Otherwise, if > does not satisfy (5.7), then
thereis ([1,lh) € Y 6’, and an irreducible fraction ay,;, /qi,1, such that

1
Tk

2) apl,
i —
142 q1112

2 2
and ¢y, € [18 k, rkhi+h)=s k] N Z.

Using Proposition 2.3 with P ~ t* we conclude that [T}, (0D, 6@)| <
72k/3_The desired bounds (7.5) follow in this case as well.

7.2 Proof of (7.4)

To prove the more difficult bounds (7.4) we will use a high order almost
orthogonality argument. For this we need a good description of the operators
{(H,LS)*H#S}’ and {H,Lx (H,LS)*}’, where H,l’sf = fx Hkl’s and, as before,
r € Zy is a sufficiently large integer such that the bounds in Propositions 2.3
and 2.4 hold with ¢ = §*. More precisely:

Lemma 7.1 For any k > max((D/Int)?,5/8) and f € £*(Gg) we have

((HE OYHE N f = (B + Ef). {Hi (HE)*Y f = f (B} + Ep),
(7.7)
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where
By ={ [] =0+
(h,l)eYq
x| 3 (h.a/0)G(a/ Q)] a.8)

a/Q=@a®/q1,a® [g2)eRLy, xR N[0, 1yd+"
x n<3sk(t ™ o h) f =ik n<sp @ POl (™ 0 h).g]de,
R4 xR

E,Z(h)::{ 1_[ .L-—k(11+12)}

(I1.12)eYy

x| > c(h.a/Q)G(a/0)] 7.9

a/Q=(aW /q1.a® /q3) R 5 xR N[0, 1)d+d'

x n<ask(tF o h) /R - n<sk2 (@ n<sip@PVPI(@)el(x™F 0 )¢l de,

and
1E ety + 1B Nl Gy S T4 (7.10)

Here G(a/Q) and 5(a/Q) are as in (2.29), x'(x) = (1/t)x(x/t) — x (x),
and

Pe=[ | TT dwpropld=cpow, iduay.

l<j=r

P'(¢) = /Rerr{ ] X’(wj)x/(yj)}e[—g“f)(w,y)]dwdy-

I<j=r

(7.11)

For later use we also define the functions P(¢) and ﬁ(;) as in (7.11),
using however the cutoff function x (w;) x (y;) instead of x'(w;)x'(y;). For
t € {0, 1} we also let

Pl = {P/ ?f‘ (1)’ Pt = {F’ ?f‘ (1)’ (7.12)
ift =1, ift = 1.

Using Proposition 2.4 we may estimate
~ 182
|Dg P Q)| + |DEPO)| Spey (2)71° (7.13)
for any ¢ € R? x R, any multi-index o € N4+d’ and any ¢ € {0, 1}.
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Proof of Lemma 7.1 We only prove in detail the claims for the operators
{(H,LS)*H;S}’, since the claims for the operators {H,LS(H,LS)*}’ follow by
analogous arguments. In view of (2.13)—(2.16) we have

{(Hp )" H Y = f * HY,

where

H{ (y) := n<sse(t Foy) ,
Td x Td

e(v.0)I; (00, 0@) 2 (0@) doMdo@.  (7.14)

The multipliers [T} ' and Q,r{% can be calculated as in the proof of Lemma 4.2.
Namely,

mp'(e) =c2 3 { I1 x’(r—"nj)x’(r—"mj)}e(—e.D(n,m)),
n.meZ’ 1<j<r

(7.15)

and, with Fy defined as in (5.3), one has
2r
0% = ‘ /W Fe@® — @B (¢®)ag@| . (7.16)

We now show that the kernels H; _ are equivalent to the kernels B; defined

in (7.8) up to acceptable ¢! errors satisfying (7.10). We accomplish this in
several steps:
Step 1. We first replace the multiplier Q,r{zY (0?®) with Ek.s 0?@), at the

expense of acceptable £! errors. For this we show that

2030 — Br,s (6]
-1 if there is a/q € R? such that |t% o (8 —a/q)| e [¢*F/2, v2¥],

S —k/s

T otherwise.

(7.17)

Indeed, since the functions Fj satisfy the bounds (5.6), we have || Fi|| ;1 (T <
1, so |Q,’<’i(0(2))| + |Ek,s(0(2))| < 1 for any 0@ e T On the other hand,
if |7 0 (0P —a/q)| < t%/? for some a/q € Rf, then Ek,s(9<2>) = 1 and,
in fact, B (@) = 1 for all E® e T with |t% 0 (0@ — £®)| < ¢%%/2,
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Therefore, using (5.6) with M large enough and the definition (5.3) we have

[, e ez 6@y ae® -1
T(

Sk 4 ‘ / Fr (0@ —£®)yag® — 1( = 7K/,
T4’

Thus |22 (0?) — 4 ,(0P)] < 7/, as claimed in (7.17).

Finally, if 7% 0 (0 —a/q)| 2 t** foralla/q € RY then B4 ;(0@®) =0
and, in fact, B4 ;(§@) = 0forall @ e T with |t¥ 0 (6@ —£@)| < ¢4/2,
The desired bounds (7.17) follow as before in this case.

Given (7.17) we can define

HPl () = naas@™ o y) e(y.0)my' (01, 6?)

Td x T4’
x Bis(0®)doVao?, (7.18)

and the difference H] . — H|’ sl is an acceptable ¢! error.
Step 2. We now restrict to major arcs in the variable 61, so we define

HP2(0) = <35k (T 0 y) fya g ¢(3-0)TIF (60, 0P)

x W, <5k (D) Es (0P) d0 V@), (7.19)
where
e <sk(0) = > s 0 0 —a/q)). (7.20)
a/qeR‘éSk

We will show that || H,:; — H,:? vy S 77k Indeed, if 6V is in the support
of 1 — Wy <sk then we apply Dirichlet’s principle to find an irreducible fraction
(a10/q10)1€(1,....ay such that

a 1 2
o) = 22| = — and g el Nz,

and at least one of the denominators g;o is larger than 9’k But then we
examine the definition (7.15) and apply Proposition 2.3 (i) to conclude that
‘1'[2’1 (01, 0@)| < v7*/%. The desired error bounds follow.

Step 3. We now approximate the sum in the definition of HZ’l . Assume that
0 = (0(1), 0(2)) is a point in R4l and a/Q € Q!Y4l is an irreducible fraction
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such that
|50 (0 —a/Q)| < 229, Q@ < 2% +2, (7.21)
We examine the sum in the formula (7.15). Forany j € {1, ..., r} we decom-

posen; = Qw; +x;,mj = Qy;+zj,x;,2; €{0,..., 0 — 1}, w;, y; € Z
Letting 8 = 6 — a/Q we notice that

¢(—0.D(n,m)) =e(— B.D(Qw +x, Qy + 2))e( — (a/Q).D(x, 2)).
Moreover, if ‘rk o ,8{ < % and |Qw| + |Qy| < ¥ then
B.D(Qw +x, Qy +2) = B.D(Qu, Qy) + 0(Qr *+%)
=(QoB).D(w,y) + 0(Qr ¥,

as one can see easily from the formula (2.24). In addition

[] X' npx'c ™ mp =[] ' Quwpx' "0y +0Qc™).

l<j=r l<j=r

Therefore

mter =2 Y | [T xcFewpx'c o)

lwl.lylSth/Q  1=j=r

<o = @D (7.22)
. { Z e( - (G/Q)-D(x,z))} + 0(Qr ok,
x,zeZ’Q

Recall the definition (2.29). Using the Poisson summation formula we may
replace the sum over w, y € Z" with the corresponding integral, at the expense
of O(t~?k) errors, and then change variables to reach the formula (7.11).
Therefore

;' 0) = P'(F 0 B)G(a/ Q) + O(xF+8), (7.23)

The contribution of the error term can be incorporated into the kernel E7,
while the main term can be substituted into the formula (7.19), leading to
the desired formula (7.8) after changes of variables. We have established
(7.8) and (7.9) with <51 (¢ )0 <5 (£ ?) in place of n<si /2 (& D) n<si/2(¢@).
Finally we can use (7.13) to replace cutoff functions n<sx (¢ “))n <5k (¢ @)y with
nfgk/z(g(l))nggk/z (;‘(2)). This completes the proof of the lemma. O
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We return now to the proof of the main bounds (7.4). In view of the Cotlar—
Stein lemma it suffices to prove the following:

Lemma 7.2 Ifk, j > max((D/In 7)2, s/8)and j € [k/2, k] then

1 1 1 1
1M s (Hi )2 o) 2oy HIH ) M slle2@o)—2Go)
< ¢ 2/Dp=21j=kI/D, (7.24)

Proof Step 1. We prove these bounds first when j = k&, so we prove that
the operators H}c , are suitably bounded on £2(Gy). In view of Lemma 7.1, it
suffices to prove that

1Bl gy S T 2/P. (7.25)
We notice that

> e(h.a/Q)G(a/Q)| ST

a/Q=(aM/q1.a® /q2)eR% xR N[0, 1)d+d"

for any h € G, as a consequence of Proposition 2.3 (ii). For ¢ € {0, 1} we let

X]L{,r(h) ;={ 1_[ f_k(11+12)}77§38k(f_k oh)
(l1.2)eYq (7.26)
x /R g 1E02E a2 @ POl 0 1.5 d

Notice that
IX: ety S 1 forany k € N. (7.27)

Indeed, invoking (7.13) and integrating by parts in (7.26) we conclude that

x| TT 2 a+ e onp=
(1.12)eXq

for any h € Go. Now we see that inequality (7.25) follows from (7.27) with
t=1.
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Step 2. Since we have already proved that ||(H},S)*||@z_>¢z < sID <,
we can estimate

12
0202

1M (Hy ) 22 = IHS (Mg ) My s (HS O
S IHS L 1L

S IH L ) e P

0242
1 1 1 124
S SIHG T O H 17l

(7.28)

1/2u+1
02—

for any j < k, where 2¢ is the smallest dyadic number > r. The norm
I (H}’ S)*H}(’ lle2_, p2 can be estimated in the same way, so it suffices to prove

that for any j € [k/2, k] such that k, j > max((D/In 7)2, s/8) we have

”H;"s[(H]l’s)*H]i,s]r||E2~>Zz + ||(H}"S)*[Hli,s(Hli,S)*]r||Z24)€2
< ¢=8rs/D=8r|j—k|/D_ (7.29)

The bounds on the two terms in the left-hand side of (7.29) are similar,
and we only provide the proof for the first term. We use Lemma 7.1. The
contribution of the error kernel £} is bounded by Ct~%/* dueto (7.10), which
is better than needed. It remains to prove that

|Bf 5 Hi 1 gy S 775/ Pe87RIP, (7.30)

We examine the formula (7.8) and decompose the kernel B;

B = > G/ X 40

a/Q=(a® /q1,a® /g2) Ry xR N[0, 1)d+d’ (7.31)
X; a0 = X (h)e(h.a/ Q),

where the kernels X; := X li’r have been defined in (7.26). In view of the rapid
decay of the coefficients G(a/Q) (see (2.30)), for (7.30) it suffices to prove
that

1 8/8_—8r|j—k|/D
1X5 a0 H) sl gy S Q¥ 8174V (7.32)

for any irreducible fractiona/Q € QY4 with denominator Q € [t*, T20k+2].
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We examine now the definition (7.2) and decompose

1,6
H! (9)= > )
b JqreR4 N[0, )4’

= > (A Li1gM)e@® 6P /)Y (e?),  (7.33)

b® JqaeRd N[0, Y
: |
V) =076 [ e 5P el o 5O dp,

For (7.32) it suffices to prove that

1,6@ /g 4/5 _—8r|j—k|/D
1X5 a0 % Hy "/ gy S QY0 87HY (7.34)

for any b /g, € Rf/, as the sum over b® /g, contains at most 7°/% terms
and Q > 5.
Step 3. Using the definitions we estimate

2)
”XIZ,a/Q * H;’b e ”el(Go)

1,6@ _
= > | oo =X, 0 b
h=(hM,h®)eGy  g=(gD,g?)eGy (7.35)
< 3 Y| Y 18,206 )X ! )
h=(hM ,h)eGy, g@ ez’ gWezd

L 1./ 0]

To get decay in |k — j| the main point is to bound efficiently the sum over gV
in the expression above, using the cancellation of the kernel A ; L ;. We rewrite
this sum in the form

DL AT N )

nez

x e[ = 40 0).@/0) + Ro(A ), AP ) — D). @?/0)].

forany h = (WD, h®) € Gy and g € 74, where x'(x)=0/t)x(x/1) —
X (x) as before. It follows easily from the definition (7.33) that || Y; || 1 @ <1
uniformly in j € Z. Therefore, for (7.34) it suffices to prove that
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YT X - adw,
h=hWD h2)eGy nez
h® + Ro(AS ()., A (n) — hD))
1 1
x e[ = ALV 1).@V/0) + Ro(AS (),

AL ) =)@/ 0)]
< Q3 ¢=8rlj—kI/D.

(7.36)

We further decomposen = mQ +p,m € Z, p € [0, Q — 1]NZ, and notice
that the oscillatory factor in the sum above does not depend on m. For (7.36)
it suffices to prove that

S Y eI @m0 + )X (Ao Q + p) 7 )| 7R
heGy meZ
(7.37)

for any Q € [1, 2421 and p € [0, Q — 11 N Z, as the sum over p contains
only Q terms.

Finally, we examine the kernels X . These kernels can be extended to the
continuous Lie group Gg ~ R4l according to the defining formula (7.26).
Using (7.13) and integration by parts it follows that

X+ Y @y, XD ()
(1,12)€Yy

st IT e a+ e o= (7.38)
(1,2)€¥a

for any i € R!¥4l. Therefore, for any g € Gg with |77/ o g| < 1, we have

X = Xpe™ - mis T e ba s ek onp e,
(I1,)eYyq
(7.39)

Therefore

S| e @ mo + pn[Xi (Ao + 7 ) = X5 ()]| S T

heGy meZ
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Moreover, since fR x'(x)dx = 0, we have

> ‘ iy mo+ P))Xzﬁ(h)‘

hEG() meZ

=<Z | X5 ( )‘Zf Ty (™ J(mQ+p))‘<Qr‘j

heGo

The desired bounds (7.37) follow since j € [k/2, k] and Q < t2%*2. This
completes the proof of the lemma. O

7.3 Proof of (4.20)

Given that we already proved the variational inequality (4.19), in view of (2.4)
it suffices to prove that

e 2
1f * Kig sl S 77" 1 gy (7.40)

where k¢ in an integer satisfying |ko — 3k,/2| < 1. We decompose Ky, s =

G}%Ws + Zt< s'ko Oko.s,t + GC ; asin (4.28). The contributions of the operators

defined by the kernels G10W and Gy,.s are suitably bounded due to Lemma 4.4
and Lemma 4.5 (i) proved in the prev10us sections. The contributions of the
operators defined by the kernels Gy, s,; are bounded due to Lemma 4.5 (ii)
and Lemma 4.6 proved in Sect. 8 below. The bounds (7.40) follow.

8 Transition estimates II: Proof of Lemma 4.6

In this section we prove bounds (4.34) and (4.35). In fact we establish a stronger
result which will be used in £7(Gg) theory in Sect. 9.

Lemma 8.1 Assume thats > 0, andt > D(s + 1), and let A C Rf \ R4 r

B C R‘é/s be 1-periodic sets of rationals. Then for any 2 < p < oo and for
any f € €*(Go) we have

N2
[VACF * Kikoas : max(ee, 1/8") < k < 260 pieyy S T2 1 2o
(8.1)

where Ky . 4.5 is the kernel defined in (4.36). In particular, we have

_ 2
H sup | fx Kikasllpg, ST legy 82

max(iy,t/8") <k <2k;
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The estimates (8.1)—(8.2) imply (4.34)—(4.35), since Gk s ; = Kk’kvR;i\ﬁde R

Moreover, the bounds (8.2) follow from (4.35) and (6.49). Thus our main goal
is to prove the bounds (8.1).

As in Sect. 7 we let Gk, 4,8 := AxKik, A8 = Kit1,k+1,4,8 — Kk, AB
for k > max(ky, 1/8"), apply the Rademacher—-Menshov inequality (2.7) and
then Khintchine’s inequality. As in Sect. 7, for (8.1) it suffices to prove that

—4 D2
ey ST KA VA P (8.3)

“ > alf % Giran)

kelJ,2J]

for any J > max(ky, t/8’) and any coefficients »; € [—1, 1].
We examine the definitions (4.36) and (4.37), and further decompose

Gik,AB = G/i,k,A,B + G%,k,A,B + Gl3<,l<,A,B + Gﬁ,k,A,B’
Glias@i=0u@ [ &) heat®
Td % Td

X Er k5 EDNALS1EW) dgDVag®,

G} rap(®) = [Arerl(g) e(8.5) Wik a€D)
Td x Td

x B k8EP) Sk (D) agMag@, (8.4)

Glias® =@ [ s hiat®
Td xTd

X [A Bk sl ENSia1 (D) deWag®,

Glian® =@ [ a8 ¥salED)

X Bt at1.8E) Sk M) deWag @),

where ¢y (g) = q&,((l) ( g(l))qﬁlgz) (g@) as before. As in Sect. 7 we will prove that

| > a(f#Gliaw

kel[J,2J]

—1/D
£2(Go) ST g Hf”ﬂ((;o)» (8.5)

for any J > max(ky, /8’) and any coefficients x; € [—1, 1]. We will also
prove that

|f = G;c,k,A,B”ZZ(GO) S T_k/DHf”gz(Go)» (8.6)

for any k > max(ky, 7/8") and ¢ € {2, 3, 4}. These two estimates would clearly
imply the bounds (8.3), thus completing the proof of Lemma 8.1.
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8.1 Proof of the bounds (8.5)

Asin Sect. 7, we will use a high order almost orthogonality argument. For this
purpose we need a good description of the operators {(g,; kA, B)*g,; kA, B}r
and {g,;k’A’B(g,:’k’A’B)*}r, where g,;k’A’Bf = f * G}{’k,A’B. We note that
Gll<,k,A,B = Kli,k,A,B’ see the definitions in (4.36) and (4.37). For ¢ € {0, 1} let

K . Kiw AB ift =0, . . Liw.A ift =0,
k,w,A,B T K/ lf _ 1 k,w,.A ‘
kow, A,B t=14

- 8.7
Ly 4 iti=1. 7

For later use we consider both operators Kj ; 4 5 f = f* K} i 4 5.t € {0, 1}.

Lemma 8.2 Assume that A C Q¢, B C (@d/ are 1-periodic sets and assume
that{g € Z4 : a/q € Aand ged(ay, ..., a4, q) = 1} C [qga, 4q.4] for some
g € Zy. Assume that g4 > QP for any irreducible fraction a/Q € B, and
k > (D/Int)? satisfies 9k > qa- If r € Z is sufficiently large then for
every f € £*2(Gy) we have

(Ko p) Khxan) f=1F1F"+ 0,

L L Fa L ~i.r ~L,r (88)
{KikoasEipap) ) f=1*F"+07)

where

Fray={ 3 3 c@?/0.0)

a®/0eBN[0,1)d" o ELA+Z/Q)?IN[0, )¢

X e(h(l).a)e(h(z).(a(z)/Q))]
(8.9)

2
H Usﬁk/z(l(i))]

i=1

X { 1_[ T_k(Z'HZ)}Us%k(T_k oh)
(l1,12)eYq

x PY(¢)el(r ™ o h).c1de,
Fra={ ¥ > C@?/Q.0)

a® /0eBn[0,1)4" o[ A+(Z/Q)41N[0,1)¢

x e(h(l).a)e(h(z).(a(z)/Q))}

RY xRY {

(8.10)

2
A TT o e om | {TTnampe™)
i=1

(I1,)eYq
x PY(¢)el(t ™ o h).C1de,

R4 x

and

||01Lc’r||£‘(Go) + ||5/i’r||el(((;0) Stk (8.11)

@ Springer



A. D. Ionescu et al.

The functions P and P* are as in (7.12) (see also (7.11)), and the coefficients
C and C satisfy

C@®/0,0)+1C@a®/0,0) S g (8.12)

foranya®/Q € BN|0, DY ando € [A + Z/ )1 N0, 1.

Proof We only prove in detail the claims for the operators {(ICk kA, B ICk A, B}r,

since the claims for the operators { Kk a8k an)” } , follow by analogous
arguments.

Step 1. By (4.36) notice that the kernels K ,i k.45 have product structure
Thus in view of (2.13)—(2.16) we have

L * 1L r Lr
(K xan) Chnons) f=F*Kan

where
: ) —k , e
K ean( = n<ask(t ™ oy) o e(y.0) I 4 (00, 0@)
x Q. 5(0P) a0V ao®, (8.13)
and the multipliers H;crk 4 and Q,’( k.5 are given by
. 1 2)\ . FEPN )]
Mg 400 0%) = 3 { 1_[ Ly o alhj Ly a8, )}
W gWMezd  J=1
1 1
(@ Y 0 ")
Isjsr (8.14)
1y a1 1
xe( = 0@ > RSV — )
l<j=r
1
+ Y Roh g - 4 gi))
I<l<j<r

and, with Fj defined as in (5.3),

2r
P x5(0?) ::‘/w Fe0® — M) E s ®)ds®| . 8.15)

As in the proof of Lemma 7.1, our goal is to show that the kernels K ,‘62 AB

are equivalent to the kernels F ,é’r in (8.9), up to acceptable ¢! errors. For this
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we need to replace the multipliers T, , (6, 6@); , 5(6®) with more
explicit multipliers, at the expense of acceptable errors.
Step 2. We will follow the ides from Sects. 5-7. As in (5.15) we may write

1 1
M 4 (0. 6) 2/ VieM, 0@ ¢V gD gD gDy
(Td)2r
x [T (86" Wirac st v a@ ™)
l=j=r
dePde(V . agVagD, (8.16)

where (see also in (5.16)) we have

VEeM, 0@; (D gD M £y
= 2 T {s"ape(@® = e"rn)o @ ne( = 00 —").g)) |

hj,ngZd l<j=r

xe(=0@ 3 Rolhjhy—gp+ Y Ro(—hi+g—hj+gp}).

1<j<r I<i<j<r

In view of (5.6) we have a rapid decay |szk’8(9(z))| < = P% unless |7% o

0P —a®/0)| < %% for some a'® /Q € B. Hence, we may assume that
0@ = a®@ 1+ 4@ /0 for some a®/Q € B and |t% o «®| < 2% The
condition (5.21) is then verified so we can use Lemma 5.2.

We now define new projections

O srzioi @)= D nas(T o @D — o)),
o€ AH(Z/ Q)

where A+ (Z/Q)¢ := {0 +a/Q : 0 € A, a € Z?}. Examining (5.18)
we conclude that V; decays rapidly unless T ||91(1) — SJ(.’II)HQ < ¢108k and
o) — g}}}ug < 719 forall j € {1,...,r}and [ € {1,...,d}, thus
we may replace TT;", , (6, 6@) with T, , (0D, 0@)®; 4. 7,0y (61)
at the expense of O (z~ Py error term.

Expanding the cutoff functions Wy x4, invoking rapid decay from (5.18)
of V; as above and using Lemma 5.2 we may replace H;(rk A(Q(l), 9(2))

Pp vz (01) with
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> Y to(@ibo)

oEA+H(Z/ Q) b,ce(Zd)y

xWp@®, by, 1, ..., by, ez o 01 — o))

r

x /( . { [Tz o & =0 +5;/0)

j=1
<zt o ¢ — o +¢;/0))}
<21 @00 &) —b1/0,00 — [V —cr/0, ...,
6~ —b,/0,60 — ¢V —¢,/0)
< [T {sierspeagVagV .. agMagh

I<j=r

at the expenses of O (t—Pk/2y errors, where Z; and W”Q have been defined in

(5.24)~(5.25),b = (by,...,b,) € (Z"Q)’, c=(c1,...,c) € (Zé)’, and the
coefficients ¢ are defined by

(01 b.0) 1 if 0o —bj/Q,0 —c;j/Q e Aforany j e {l,...,r};
to(o; b, c) = _
Q=< 0 otherwise.

(8.17)

We make the changes of variables E}l) = Bj +0 —b;/0 and ;}1) =
yj+o0 —cj/Q inthe latter integral. In view of Lemma 6.1 we can also replace

1 1 .
S;(¢") and S{(¢{") with S(o — b;/Q)J(B;) and S(o — ¢;/Q)J{(y;), at
the expense of acceptable errors. Therefore, the integral formula above shows
that if 6@ = o@ + a(Z)/Q for some a(z)/Q € Band |t% 0 «®| < 2720k,
then

Ma@.09)=" 35 3 to@ibo

oeA+(Z) Q)¢ Q.ge(%)r
x Wp(@® ., b, <y (th o 0V — o))
< [ (S —b;/0)50 —¢;/0))

1<j=r
X/ { 1_[ N<s k(T 0 Bn<si (T* 0 y)ILBH I (v
R2rd A
I<j=r
X Z,g(oz(z);ﬁ(l) -0 —/31,9(1) i N
0 —6 —B,,00 —o —y,)dprdy: ...dB.dy,

l
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+ 0P, (8.18)
where Wi, (@?, b, ¢) = Wy @@, by, c1, ..., by, ¢p).

Step 3. Using the definitions (6.4)—(6.5) and (5.25), the integral over B;, y;
in (8.18) is equal to

/Rzrd /Rzr e( N (rk Oa(Z))'{ Z Ro(yj, yj — xj)

I<j=r
+ Z RO(_)’Z‘f‘xlv_yj"f‘x/')})
I<i<j<r (8.19)
x [T {nesstepe( = @ 0 a®)x))nes(pe(e oa).y))

I<j=r

XA TR (A W) = 2Tk (— A () + 3 | dujdvjddy,

where 7=y denotes the Euclidean Fourier transform of g and al :=
6 — o,

We notice that we may replace the factors n<si(x;) and n<s(y;) with 1
in the formula (8.19), at the expense of O(z~P¥) errors, due to the stronger
localizations induced by the factors in the last line. Then we make the changes

of variables x; = Aél)(uj) —I—x;-, yj = Aél)(vj) + y} to rewrite the remaining
integral in the form '

I, a?) = /]RM 1_[ {@(—x})@(y})e( —(z* oa(l)).(x} - y}))}

I<j=r

(8.20)
X{/R eo(— (@ oa) TRy ww) [] {x@px'ewp)

I<j<r

xe(— (t* oa).D(v, u)) dgdy]dg’d!,

where o = (@, «@), the function D : R” x R" — R is defined as in (2.24),
and

T,y u,v) =Ty, u v+ iy,

1 1 1
Ty ww = Y [RoA W)y — 5 + Ro(v) AL (v)) — AS (u)))]

I<j=r
1 1 1 1
+ > [RoA @) — AP ), ) = ¥)) + Ro(xf — yj, AQY () — AGY ()],
I<i<j<r
D&, y) = Y Ro(j,yj —xp)+ D Rolx/ =y x;— ). (8.21)
1<j<r I<i<j<r
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To summarize, we have proved that if #® = «@® + a®/Q for some
a(2)/Q € B and |‘Ek o a(2)| < 2T25k, then

A 00.02) = Y c@®/0, o)z o 0V — o))
o €AHZ/ Q)¢ (8.22)

X 112(9(1) —0,a®P)| < PR3,

where the multipliers /; are defined as in (8.20), and

C@?/0.0):= ¥ 19(:b,0Wy?,b.0)
b.ce(Zy)
xln {S(c —bj/0)S(c —cj/D)}. (8.23)
=j=r

Notice that the coefficients C (a(z)/ 0, o) satisfy the desired bounds (8.12)
because QP < g4, and }S (Q)| < q;“S for any o € A, as a consequence of
(2.22).

Step 4. We now show that if |tF 0 V| 4 |t¥ 0 «®| > 1%/2 then

1@V, a@)| < o7k/°, (8.24)
We shall apply Proposition 2.4. For this we rewrite

(= Foa)n.y ww) [ (x@pxopl= [ {viwne;wp}.

I<j=r I<j=r

where, using the formulas (8.21), we obtain

V) =t wpef = (@ o a®).[ = Rotr), AL @)
+ 3 Ro(AS @) x =3+ Y Rotxf = j, A @]
j<l<r 1<i<j
95 (v)) = x'w)e] = @ 0 a®)[Ro(AT W), ¥} = X))+ Ro(v), A )))
= Y RoAL @) a =D = Y Roaf = of A @]}

j<I<r 1<l<j

Then we notice that the contribution to the integral in (8.20) coming from the
points (x’, y') outside the ball B, := {(x’,)) € R x R« |x'| + Y] <
T 0k/2y g negligible, due to the rapid decay of the function @ On the other
hand, if [x'| + |y'| < t%%/2 and |t% 0 «@| < 272, then the functions Vi
and ¢; defined above have bounded C!'(R) norms, I¥illct + llgjllcr S 1,80
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we can apply Proposition 2.4 for any (x’, y') € B,. The desired bounds (8.24)
follow.
On the other hand, if |t o @ V| 4 |tF 0 | < 79%/2 then we observe that

/R 1 Neyk(2)2# dz =0, (8.25)

for any multi-index 8 = (B1, ..., Ba) € N\ {0}. Since T(x’, y', u,v) is a

polynomial in the variables x;, y;, we can use a Taylor expansion to see that

[, TT e mioplfs- ¢ oa®. Y o =)
I<j=r

I<j=<r

xe( = (Foa®). T,y u, ) — 1]dx'dy| < 7P

k]

provided that |t¥ o V| 4+ |75 0 «@| < %%/ and |u| + |v| < 1. Recalling
also the definition (7.11), we have the approximate identity

IHa) = Pt o aynesijn(tF 0 @M nasi (0 @) + O (7F/°).
(8.26)

Step 5. We examine the functions QZ kB defined in (8.15). Using (5.6) it is
easy to see that

|9 4 5@@/0+aP) — 1| S7PF if[tF 0@ < 20% 2 anda® /0 € B.
(8.27)

Compare (8.27) with the bounds from (7.17). Combining this with (8.22),
(8.24), and (8.26) we derive our main approximate identity for multipliers,

(00, 62)2, 6 - 3 Y c@®/0.0)

a®/QeBoecA+(Z/Q)4
x n<si2 (T8 0 O — 0)n<sip(th 0 (0P —a?/Q))
x P (o (0 — 6,0 —a@/0))| < /4. (8.28)

The desired conclusions (8.8)—(8.9) follow using the identity (8.13). |

We now return to the proof of the bounds (8.5). In view of the Cotlar—Stein
lemma it suffices to prove the following:
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Lemma 8.3 Assume thats > 0,t > D(s + 1), and let A C Rf \ R4 y B C

R‘é,s be 1-periodic sets of rationals. If k, j > max(ky,1/8") and j € [k/2, k],
then

| | | |
1G; i 48Gkk a8 leGo—ecy TG ;48 Gk kaslecy)—eco)
< ¢ 2A/D2i-kYD, (8.29)

Proof We will use Lemma 8.2 with ¢ = 1, since Gli,k,A,B = KIQ,k,A,B' The
proof will proceed in several steps as the proof of Lemma 7.2.
Step 1. We will abbreviate F, kl’r (h) to F{ (h), where

Fo=1{ ¥ 3> c@?/0,0)

a®/0eBn[0,1) ol A+(Z/2)?1N[0,1)¢

xe(h.o)e(h®.@® /) | x5 h),

where X} = X ll’r are the kernels defined in (7.26). In view of (7.27) and
(8.12) we have

IF gy S 771740

This shows that ||g,1’k’A’B||22(G0)_>52(G0) < t7!/7 and bound (8.29) follows
if j =k.

To prove the bounds (8.29) in the general case j < k we use first a high
order T*T argument, as in (7.28), so it suffices to prove that

1 1 ] 1 1 1
1G; ;. 481Gk a8 Gkrasl leme +1G; ;a8 Gk ka8Gkras) T lee
< =801/ —8r|j=kI/D (8.30)

similar, so we will focus on bounding the first term. We use Lemma 8.2, and
notice that the contribution of the error kernel OIi’r is controlled by o(xh,
which is better than needed. It remains to prove that

for any j € [k/2, k] such that k, j > max(«y, t/8’). The two bounds are

1 —8rt/D _—8r|j—k|/D
||F,<’*Gj’j’A’B||€1(GO)§r 1t/ D =8rlj=kI/D (8.31)

/

H 1 _ . .
Step 2. U.smg Lemma6.1thekemnels G; ; 4 g =K; ; g =1L} ; ANj 5
can be rewritten as
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> SO /qne@ .6 /1))@ .62 1g2)Y(2),
b /g1€ AN[0,1)4, b /g€ BN[0,1)d (8.32)

Yi(2) = ,(2) / 2@ My j(x) 0t napj(x/ 0 £y de Vg ®),
R4 x R4

up to rapidly decreasing errors. Here ¢ (g) = ¢;1) (g(l))gb;Z) (g(z)) as before,
and the functions J/, are defined as in (6.4).

As in (7.31), we define X,Zva/q(h) = Xj(h)e(h.a/q). We define also
Yjaiq(g) = Yj(g)e(g.a/q), with Y; as in (8.32). By the definition of F}
and the rapid exponential decay |C(a®/Q,0)| < t7'/% (see (8.12) with
AC Rf \ ﬁdQs and B C R‘é’s), for (8.31) it suffices to prove that

| X% asg * Yiasa oy ST 00 P (8.33)

for any irreducible fractions a/q, a'/q’ € Q4T¢" with denominators ¢, ¢’ <
2t+2
Tt

Step 3. Let Q = ¢q’ € [, 4141 and recall the definitions (6.1)—(6.2).

Since e((g - h - g").a/q) = e((g - g").a/q) and e((g - h - g').a'/q") = e((g -
gh.a'/q")if h € Hp and g, g’ € Go, we have

”Xlt,a/q *Yjag ”E‘(Go)

= X | X K h e Y )
nelg, hellg p1€lg, hi€etg

< Z ‘ Z X,Z(Ml_1 -hl_1 “h-p)Y;(hy 'Ml)‘-

nw,u1€Jg, hellp hieHyg

Therefore

” Xlrc,a/q *Yja g ||€1(G0)

S )X R e ) = X Y )|
w,u1€lg, h,hielg (8.34)
+ Z IX,C(h-M)I‘ Z Yj(hl'lil)‘-

w,u1€lg, hellg hieHg

Using (7.38), for any g, g1 € G we have

1Xp(g7' o) — Xp@| < /FA+ 1t o g )OH?

A TT o as e ogp o,
(l,l2)eYq
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which is a stronger version of (7.39). Moreover, using the definition of the
kernel Y; in (8.32),

Yol | [T w0k
(1,h)eYy
/ - B 45
< | Ix (u)|<1+|r J(Ao(u) — T Jog1)|) du,
R

uniformly in g; € Gg. Here s = O115) 1y, 1)ey, and 8,1, = §if (11, 1) € YZ{
and 8;,;,, = & otherwise. Since

9’

1+t 0 gl 1+ |t (Ag(u) — 177 0 g1)

we obtain the desired bound for the first term in the right-hand side of (8.34).
Next, we focus on the second term in the right-hand side of (8.34). Notice
that using (2.17) we are able to prove that

|3 65 me((n )|

h]GHQ

< Q—d—d'{ 1_[ -EJ'(11+12+8)}<1 + .E5J'|fj o§|)—D’

(l1,h)eYy

uniformly in|t/0¢| < ©//4, 0 < v//8and u; € Jg. Further, since Ji(0) =0,
it follows from the definition of JJ’. (see (6.4)) that |J/’. (¢M)| < min(l, |t/ o

¢ M)y for any ¢ M e RY, Combining the above with (7.38) we bound the
second term in the right-hand side of (8.34) by

A DIRACET]

nielg hieHy
nielo RYxR4 hi1eHp

x [n<s j (0 0 tWynzsj(x/ 0 ¢ dgWVde@

. . . —-D
</ { 1_[ TJ(11+12+8)}<1 + %)) o§|)
RIRY L ) Ly

x |t/ 0O dgVar®
<779,

Recalling that j € [k/2, k] we see that the desired estimates (8.33) follow. O
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8.2 Proof of the bounds (8.6) for ¢ =2

Notice that if g is in the support of the kernel G,%’ kAB thenthereis (I1, ) € Yy

such that |g7,1,| 2 0k ck(hi+12) Therefore we can integrate by parts many times
in the variable &;,;, to prove that the kernels G% x4 have rapid decay, i.e.

|Gi7k7A’B(g)| < 7k/8 for any g € Gg. The desired bounds (8.6) follow. 0O

8.3 Proofs of the bounds (8.6) for t =3 and (t =4

As before, we use a high order 7*T argument. Notice that the kernels G,i kAB
and Gi’ kAB defined in (8.4) have product structure

Glz,k,A,B(g) = Ilg,k,A(g(l))Jlik?B(g(Z)),
1
5 a6 = 006 [ e aE DS €D e
T(

Ri5@®) =¢2,?) f (@ ED) AL Birpl(EP)dED, (8.35)
Td’
and

Giras® =T 4@ 5e®),

Iea@D) =0 M) | eeW M)A W AlEV)Sip1 (61 dg D,
Td

Rase™ =06 [ 6@ £ B s de®. (530

We define the operators g;(’k’A,B by gltc,k,A,Bf = f % Gz,k,A,B’ L € {3,4}.
Using (2.13)—(2.16) we have

{Ghka) Ghnant [=F*Gap

for a sufficiently large integer r € Z4 and ¢ € {3, 4}, where the kernels
G;Crk A are given by

Gl
=n<s(t o y)/ e(y.0)T T 4 (0,092 5(0P) do Vo™ .
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L,

The multipliers IT;", , are given by

r —
1 1
M a00.07) = 3 (Tl Haat D lica™ ) @37
WD Wezd =1
J e

xe@D. 3 05— )

1<j=r
1 1 1
xe(—0@{ D RV, — )
I<j<r
W, 0,0, D
+ 3 Roh" g0 —h g i)).
I<l<j<r

Moreover, with Fy 1 defined as in (5.3), the multipliers Q;{rk 5 are given by

2r

27607) = | [ Fer0® — 6184216y a5

A L (838)

s0?) = ‘ Fis1(6® — 5(2))5k+1,k+1,6(§(2))dé(z)‘ -
k, v

For (8.6) it suffices to prove that for ¢ € {3, 4} we have the multiplier bounds

1 4(00,02)2 5(0P) S v forany 01, 0®) € T x T
(8.39)

The proof of (8.39) follows by similar arguments as in Lemma 8.2. We consider
two cases:

Case 1. Assume first that ¢ = 3. Notice that we have rapid decay
|sz,§;;’,3(9(2>)| < 7 P% unless |tF o (0P — a@/Q)| < 2% for some
a®/Q e B. In this case the symbols Hiz 4 satisfy similar bounds as the

symbols ng 4 analyzed in the proof of Lemma 8.2. In particular, we have

M A0V.62) = Y c@®/0. oyt o 0V — o))
oeA+(Z/ Q)4

x 2OW — g, a®)| < 7PR3,
which is analogous to the approximate identity (8.22). The coefficients
C(a(z) /Q,0) are as in (8.23), while the functions I,f’ are similar to the

functions ; defined in (8.20) (with the factor x‘(u;)x‘(v;) replaced by
xuj/2)x(v;j/2)/4). We still have the key bounds
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|Ik3(a(1), a(z))| < Tkt |‘L'k o a(l)l + |‘L’k o a(2)| > k2

which are similar to (8.24). The main difference is that the bounds (8.27) are
replaced by

|Ql3<:lr<,6(a(2)/Q +a®)| <SP ittt 0@ < 2¢%2 and 0?0 € B,

due to the presence of the difference factor [A; Ey x.5]1(6?) in the definition

(8.38) of the multipliers Qi; 5+ The desired estimate (8.39) for ¢ = 3 follows
from the last three bounds.
Case 2. Assume now that t = 4. As in (8.16) we rewrite

4, 1 2 1 2). (1) (1) 1 1
Hk,Z,A(Q( )’ 0( )) = /("]1‘d)2r V/:-l—l(e( )’9( )7 é‘l ’gl P g-r( )’gr( ))

(8.40)
x 1_[ {Sk—i-l(C;D) [Ak‘yk,k,A](;;l))Sk‘*‘l(Ej('l))
I<j<r

x [ A€} de VeV . agNagD,

where V7, (00, 0@; ¢V eV gV €M) s as in (5.16).

In view of (5.6) we have a rapid decay |$22:27B(<9(2))| < 7Pk yunless |rk o
0@ —a?®/0)| < 2 for some a®/Q € B. On the other hand, in this case
we can use similar arguments as in the proof of Lemma 8.2 to simplify the

multipliers 1'[2’,2 - atthe expense of acceptable errors. After several reductions
we derive an approximate formula similar to (8.22), namely

M 4 00.09) = Y c@?/0 oz 0 0 o))
ceA+(Z/ Q)
x [HOW — 0, aP)| < ¢ Pk3, (8.41)

provided that0® = «®+4@ /Q forsomea®/Q € Band |tFoa®| < 2,
The coefficients C(a® /Q, o) are the same as in (8.23), and I,f is defined as
in (8.20), namely

Ha, a@) = g (=X, 0= (75 0 aM).(x) — )
Rrd = J7= J J J

I<j<r
x {A;r e(— (toa). Ty ww) [] {xwpx@p)
I<j=r
x e( — ("o a).D(2v, 22)) dgdy]dg’dz’, (8.42)
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—

where ’7/55% (2) = n<s'(k+1)(T 02) — N<sk(2), and ’7/55% denotes the Fourier
transform of the function n’_ s'x» and the function 7' is defined as in (8.21).

The functions I,f still sat_isfy the bounds |I,f(o¢(1), a®)| < K8 if |tk o
aW |+ |1¥ 0@ | > 1%/2 which are similar to (8.24). The main difference is
that the identities (8.25) are replaced by the stronger identities

/lkgd n;ﬁlk(z)zﬂ dZ == O,

for any multi-index B, including 8 = 0. Therefore we can use a Taylor
expansion (as in the proof of (8.26)) to see that |I,f(a(1), a@®)]| < Dk if
Itk oa M|+ |tk oa @] < 1%%/2_ The desired bound in (8.39) follows for = 4.

O

9 Maximal estimates on £7 (Gg): Proof of Theorem 1.3

In this section we complete the proof of the £7 theory in Theorem 1.3.

Theorem 9.1 With M, defined as in (4.1) for T = 2, and for any p €
(1, colwe have

| sup M f 1l p ey Sp I fleroy. f € €7 (Go). ©.1)

Notice that the maximal inequality (9.1) for T = 2 implies the full maximal
inequality for any t > 1. By interpolation with the variational ¢> estimates in
Theorem 4.1, this completes the proof of the main Theorem 1.3.

To prove Theorem 9.1 we will use Lemma 9.2 and Propositions 9.3 and 9.4
below.

Lemma 9.2 Assume that there is a constant y > 0 such that for every u €
(1,2], p € (0, 1), and . > O there is a sequence of linear operators (A;’p)kzo
such that

Ay
Hiugmkpﬂ Gy Sou M fllesoy,  forany f € €(Go),  (9.2)
>

and

A, _
H suplMyf — 4" f] |Gy So X VI Nle2gys  forany f € €(Go).
=

9.3)

Then the estimate (9.1) holds true for every p > 1.
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Proof This is a general interpolation result. See for example [34, Lemma 7.1]
or [32, Lemma 4.4] for proofs of such results. O

We will need the following logarithmic maximal estimates.

Proposition 9.3 For every p € (1, 00), f € €P(Gy), and J € N we have

| sup MG I,y SplogU D1 flerco-
JelJ+1,2J]

Proposition 9.3 will be proved in Sect. 9.2. The idea of using restricted
£P(Gy) estimates as in Proposition 9.3 together with £%(Gg) bounds to prove
the full £7 (Gg) estimates (9.1) originates in Bourgain’s paper [13].

Finally, we will also need the following shifted maximal inequality for the
kernels Wy, 0 with 0 < w < k defined in (6.8).

Proposition 9.4 Forany p € (1,00), Q > 1, and w € N we have

| sup [ s Wewolll g, Sp @+ DI flleraag),  f € €7 (Ho).
W/4> 0, k=w e

We prove Proposition 9.4 in Appendix B. For now we show how to use the
conclusions of Propositions 9.3 and 9.4 to complete the proof of Theorem 9.1.

9.1 Proof of Theorem 9.1

We divide the proof in several steps:
Step 1. In view Lemma 9.2, in order to prove (9.1) it suffices to find a

sequence of linear operators (A,é’p JkeN, p € (0,1) and & > O satisfying
(9.2) and (9.3). For » < eP we can just set Az’p = 0 and the bounds (9.3)
follow from the already established £?(Gy) theory for the maximal operator
supyq [Mi f1.

Therefore from now on we may focus only on A > e?. Let us define

S:=|[lnA] > D. 9.4)
Recall from (4.18) and (4.25) that for S as in (9.4) we have respectively

Kg = 2(D/M2)(S+D* g 05 = 2PGS+Dy1.

If A > P and k < kg then we just define Ai’p = M. The bounds (9.3) are
trivial, whereas the bounds (9.2) follow from Proposition 9.3. Indeed, since
§* ~ (In 1)* we have
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2D(S+1)2
H ISSI:ISI)Kslef| oGy = ; I zjflsgfszj'Mkfl Gy
2D(S+1)?
> G+ DIf ey S Qog I flle o)
j=0

Step 2. Assume now that A > e” and k > k5. We set Az’pf = f %

K , where the kernels Ky ,,, 4,5 are defined as in (4.36). In view of

k.S, Rd Rd’
Lemma 9 2 1t suffices to show that

I sup | f * K s oo, W or e Sp DI fler@es | € £7(Go)

k>kg
(9.5)
| sup I Mif = £ 5K, gm0 7o ey S22 1 ey f e Go).
k>ks V0 M0y
(9.6)

for every p € (1, 2].

Let Kk w, 4,8, Wi, w,0 and V4 5 o denote the convolution operators corre-
sponding respectively to the kernels Ky . 4,58, Wi, w,0 and V4 5 ¢ defined in
Lemma 6.2. Let Q = Qg, A = ﬁ‘és, B = ﬁgs, ko = |ks], and w = S.
Notice that 1 < Qg < 2%k0 50 the decomposition (6.7) and the error term
estimate (6.10) of Lemma 6.2 hold. -

0

We prove first the bounds (9.5). We apply Lemma 6.6 with K, =

Ho

, Wk = Wh,s,05 and Vies =y,

and conclude
R

’Ck,s,ﬁfés,ﬁgs
from (6.42) (with B = £°°) that

~ !
R‘éS,QS

| ksfplf * Ky sy 7y ey S 10Wes.090kzs ler do e Eggie)
>KS ss
e —Ks/8
x IIVRCJQS,RES,QSIIKP(JQS)QZP(JQS)||f||ep(<(;0) + 275 f ller o). (97
From Proposition 9.4 we know that

IOWi,s,05)kzksler (g ) —er g ) S - 9.8)

We also know that

ey 7 osleraop-traoy < Wiy 7 oslagey ST ©09)
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which follows from the direct computation

vaé 0, ®

= 0" d{ > 8@/ 09V a/onl| Y e?.c/09)

d d'
aEZQS CGZQS

D Tiagemy ).

HGZQS

The bounds (9.5) follow from (9.7)—(9.9).
Step 3. Finally, we prove the bounds (9.6). Observe that for k > «g we have
the following decomposition, with the notation in Sect. 4,

Mif = f 2Ky sy iy =Mif = [ > K]

s€[0,6k]
[ X Ku]+rs[ Y 6i]
s€(85,5k] 5€[0,55]
T Kk’k’Ria’k\ﬁ‘st’Rgss —fx Kkvkﬁd \R<as

+f*[K pa pa — K, o34 Ba ]
k’k‘RQs’RQs k’S’RQs’RQs

Therefore, to prove (9.6) it is enough to show that for every A > ¢ and
f € t2(Go)

mpA@f—f4:Zth]ﬂ@) 1 f ey (9.10)
ks 5€[0.5k]
_ 3

sup f*[ > Kk,s] 2y S P70 fllex ) 9.11)
kzwcs se(85,8k] 0

sup 15[ 3 6L |] g, S27 I N ©.12)
kzks 5€[0.65]

sup |/ * K / <A , 9.13
H kZEs|f k’k’Ria/k\Rd Rias|”£2(G0) ~ ”fH@Z(GO) ( )

2
sup | f * K ., 7 \RY P VA EEns 9.14
H kz:EJf k,k,R‘éS,R‘éS\R‘éssl”eZ(GO) ~ I/ 1le2qo) ( )
2

su *[K oy — K~ N,] <D .
H szs f kR RS RsRE RN 26y Flegy)

(9.15)
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Step 4. We now establish inequalities (9.10)—(9.15). Notice that My f — f *
[Zse[o,sk] Kk,s:| = f *x K¢, and the bounds (9.10) follow from Lemma 4.2.

Similarly, the bounds (9.12) follow from Lemma 5.1 with B = Ri/ﬁ g In
addition, combining (4.20) with (4.21) we obtain a

[wlre[ > s

kzks 5€(3S,5k]

E2(G0) S S>ZSS || Sup |f * Kk,S' ||@2(G())

k>max(ks,s/8)

S Y2 fllagy S AP I ey
§>88
This proves (9.11). Moreover, using (6.49) and (8.2) with A = Rf \ ﬁdQs and
B=RL,

sup | f * K d \Rd pd |
H s Kk RE R RE o

< 2 | sw ,lf*Kk,k,R?\ﬁdQ ,Rgs”‘ﬂ(GO)
1>D(S+1) k>max(ks,t/8") s =

_ 2 _ 2
S Y 2P  leey SATYP I ey
t>D(S+1)

This completes the proof of (9.13).
We prove now the bounds (9.14). We apply Lemma 6.2 with 0 = Qy,

A = ﬁ‘és, B = ﬁ‘és \R‘i,ss, ko = |ks] and w = k. Then we apply
Lemma 6.6 and conclude from (6.42) that

su * K, si s / g 104Y , Nl 2 2 .
H k>fs|f k’k’RdstRdQS\RisJ||€2(GO) ~ ”( k,k,Q_s)kzks ”[ (HQS)_)g (HQS![OC)

—3/8
X ” VﬁdQs*ﬁzS\RQS’Qs ”ez(JQs)_’ﬂ(JQS) ” f”ZZ(GO) +2 / ||f||£2(([;0).
By (6.19) we may conclude that
o ) < »—88/D
H VRCéS’RdQS\RéSS’ Oy HZZ(JQS)_)EZ(JQS) ~ 2 || f ”Ez(“HQS) .
The bounds (9.14) follow using also Lemma 6.4.
Finally, we prove the bounds (9.15). By a simple square function argument

and Khinchine’s inequality it suffices to prove that for every w > S, every
sequence (xx)reNn € [—1, 1] and any f € EZ(GO) we have

D DY Ly e | P

k>max{ks,w+1} Cs
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_ 2
S27P7 Fllegay)- (9.16)

We apply again Lemma 6.2 with Q = Qg, A = ﬁdQs, B = ﬁ‘és and
w > S. Then we apply Lemma 6.6 with kp = max{ks, w + 1}, K,((GO =

Hg
K ~i so — K, si osa s W8 = Wit — Wi and
k,w+1,RQS,RQS k,w,RQS,'R,QS k sw+1,0g 2w, 05
vies — Vi = and conclude from (6.43) that the left-hand side of
RQSvRQSsQS

(9.16) is controlled by

H Z 1 [Wew+1,05 = Wiow, 05

k>max{kg,w+1}

N e

+ 278 2y

< 1 by (9.9). Finally, using (6.30) we

since |Vss 5
||VRZQS’R‘53’QS ||Z2(JQS)~>[2(JQS) ~

obtain

< p—w/D?
C(Ho )~ Hog)

“ Z 2 [Wiwt1,05 — Weow, 05

k>max{kg,w+1}

as desired and the proof of (9.15) is finished. This also completes the proof of
Theorem 9.1.

9.2 Proof of Proposition 9.3
To prove Proposition 9.3 we exploit the positivity of the operator My f, i.e.,
My f = 0whenever f > 0. We will extend the ideas of Bourgain [13, Lemma

7.32] (see also [32, Lemmas 4.2 and 4.3]) to the nilpotent setting. We will need
the following technical result, to approximate the original operator.

Lemma 9.5 Forevery u € Z there is a constant Cy, > 0 such that for every
f € £2(Gy) the following inequality

H_/\/lkf — f % UkavSvMHKZ(GO) < CMS_I/DZHf”{ZZ(GO)’
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holds uniformly in 1 < J <k <2J,1 < § < 2% satisfying S° < 2°* and
S < J". Here

Uk.1.5..(8)
= ¢ (g) > > e(g.0M, @) S ™M)
o )€R<Dlog sNIo, 4 U(z)eRi/logg Sﬁ[O,l)d’
I 2‘““*’2)} 9.17)
(l,2)€Ya

X/Rd+d/77§6’DuLlog2 7 ED<spul0g, 1] EP) 2K 0 D)
x e[(27% 0 g).£]dE.

We show first how to use Lemma 9.5 to prove Proposition 9.3. We proceed
in several steps.

Step 1. Since the result is clear for p = oo it suffices to consider only p €
(1, 2] and nonnegative functions f : Gg — [0, 00). Let K (x) = K; (x~h.
By a general abstract argument, involving duality and a separatlon in scales j
(see [13] and [32, Lemma 4.2]), it suffices to show that

I D ki Kl e, Sk IFIVE, 9.18)
jesS
for any even integer R > 2, any subset F' € Gy, any functions 4 ; satisfying
hj=gjlp, gj:Go— [0,1], Zgj(x) <1 forany x € Gog, (9.19)
jes

and any subset S C [J + 1, 2J] satisfying the sparseness property |[ —I'| >
Dulog, J ifl #1' € S. Here u = n(R) is a sufficiently large constant to be
determined later (in (9.22)).

Indeed, by a duality argument there are functions0 < g; < 1forJ < j <
2J, such that Z]<j§2] gj(x) =1,x € Go, and

sup |f#K;j()l= ) [xKj@)g(x). xeGo J=1.
J<j=2J J<j<2J

Then, we have
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H sup |f*K |HEP(GO) Z (f*Kj)ngep(Go)
J<j J<j<2J
< sup | Y g x K gy I ler o
”h”eﬁ’<G LI Sy,

Using interpolation it suffices to show that the latter operator is of restricted
weak type (R, R) for any integer R > 2, with norm <y log(J + 2). This
means that we need to show that for every fixed integer R > 2, every finite
subset F € Gg and every J > 1 we have

= 1/R
Y hx Kl e, Srlog( +2)FIVE,
J<j<2J

where hj = g;1F forevery J < j < 2J. Finally, we partition the set (J, 2J]
into at most Dy log, J + 1 subsets S with the sparseness property mentioned
above. Therefore, we reduced our task to showing (9.18). We prove (9.18) by
induction over R. The case R = 2 follows from the ¢2(Gg) boundedness of
the maximal function sup ;- | M |. The case of general R can be reduced to
proving that

<p JRIFI1/2, 9.20
ey Sk EIF (9.20)

R
” < l_[ hjn * K.jn) * (KJI - Kj())
n=2
uniformly in J = jo < j; < --- < jr < 2J satisfying
Jn+1 — jn = Dulog, J, 1 <n<R-1. (9.21)

See [32, Lemma 4.2] for the details of this reduction, which apply in our case
as well.
Step 2. To prove (9.20) we first define some constants

A:=D*+R, pw:=D?AR4+R, S,:=J%, 1<n<R. (922

We may assume that J Zu 1,s01 < 8§, < 28772 S,? < 29'7/2 and S, < JH,
1 < n < R.For simplicity of notation, in the rest of this subsection the implicit
constants are allowed to depend on R. Using Lemma 9.5 we obtain for every
f € £2(Gy) that

—lD

| Kj = F 5 Unsnllpgy S S0 1flegy, 1<n<R, J=J,

(9.23)
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where U,1 Jux) ==Uj, g5, (X 1), see (9.17). Here we use the fact that if

Tf=f+«KandTf=f*K, then ||T |2y ecy = 1Tl - 2co-
We show that

”]_[hj « K — ]_[hJ s Uy

uniformly in J = jo < j; < --- < jr < 2J satisfying (9.21). Indeed, notice
that

< J7RIF|\/2, (9.24)

2(Go) ™

1R, % U lleeGo) < 100 g,0lle1 oy 1, llewo@g) S S22 1 <n <R.
(9.25)

Since Uy, j,u = Uj,,7,5,,1> s€€ (9.17), this follows from the identity

Un.1.u(8) = $j,(2) > >

ocWeRrd N[0,1)? @ R4

U
<logp Sn nlo, 1)d

<Dlogy Sn
e(g.(O'(l), 0(2)))5(0(1))
% / X(u){ l_[ 2 jn(ll+l2)}’7§5/D,u\_log2 7 (A(() )(I/l) — 027 o g(l))
R (h.12)€Yy
— .
X N<sDpllogy 71 ( — 27 0 @) du,
(9.26)

see also (6.4). Using (9.23) and (9.25) we can estimate the left-hand side of
(9.24) by

R n—1 R
c Z( l_[ 172, * UkJ,lA”@OO(Go))( 1_[ i * K ||€°°(G0)>

n=2 k=2 k=n+1
x ||hfn * K]n - h_]n * Un,],u||z2(G0)

R n—1
2D(d+d’ —1/D?
<Z<n5 <+>) /D% |12

n=2 k=2

=

2

< ZJ4D(d+d’)A"_1—A”D_2|F|1/2 < J—R|F|1/2’
n=2

since 4D(d + d)A" ! — A"D72 < —A""! < —R, see (9.22). The bounds
(9.24) follow.
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Step 3. In view of (9.24), for (9.20) it is enough to prove that

gy S IEIE 02T

R
H ( l_[ hjn * Unle‘f) * (K]l - K]O)
n=2
uniformly in J = jo < j; < --- < jr < 2J satisfying (9.21). Let us define

Xn,J,u(8) 3=¢j,1(g)/RX(u){ 1‘[ g—jn<zl+zz>}

(l1,b)eYy
N<8'Dullog, J) (A(() ') =27 o g")
— _
X N<sDpllog, JJ(— 27" o g(z))du, (9.28)

Xn,J,u,a(g) = Xn,J,u(g)e(g-U)- (9.29)

Using (9.26) we have

hjn * Un,J,;L = Z S(OVEI)) : h]n * an-]»,U«vUn'

(1) _1>d 2) _>d ’
o1 €RL ) 1ogy 5, N0 DY 03 €RE, 5, NI0. 1)

In view of (9.22), for (9.27) it suffices to show that

G JTHFIY2(9.30)
0

R
H < l_[ h/n * Xn,J,/,L,an) * (Kll - KJO)
n=2

for any o,\") € R p1og, 5, N0, DY, o\ e RY N[0, D%, 2 <n <R.

SlOg2 Sn
Observe that

fx(Kjy = Ki) (@) =D Xio.jt @) f (Ao@) ™" - o),

UEL

where xj,.j, (v) = 2771 x (27/1v) — 27/0x (27/0v). Notice that

‘ me,jl(Qv + b)‘ <27 QeZy, beZg. (9.31)

vEZ

Therefore we have
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R
(TThs = Bnsn) * (Kjy = Kjod(®)

n=2
R
= Hioi® 2 (T X (a8 - Ao @), )
veZ ¥2,....YREGy n=2
R
= > ([Tron)HG &7 kg, 932)

y2,...YREGy n=2

where

H(yz,...,yR)—me(v)(]"[xnjm 2 Ao)). (933)

VEZ
For (9.30) it suffices to show that there are functions H, = H, j, > 0,
2 < n < R, such that
R
IHallpi gy S1for2<n <R and [H(yz.....yr)| ST [ HiOw).
n=2

(9.34)

Indeed, assuming (9.34) and using (9.32) we can bound the left-hand side of
(9.30) by

R
s\ T s, +,
n=2

Step 4. It remains to prove (9.34). Let g, be the denominator of o,. By
(9.22) one has

R
.- CI2 [T lhj, * Hllpw- gy S T 721F |2,
0
n=2

R R
0:=[]an S22 = m. (9.35)

Splitting the summation in v in (9.33) into classes modulo Q and using (9.29)
we obtain

R
HG2 vl = D0 |3 K0 @+ ([T Xnvalon - Ao (v + 1))

beZgp veZ n=2

D3 \me,](QHb)(Hxnmyn Ao(Qv + b)) — ]‘[x,,m@n))\

beZg veZ n=2
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+ 30 [ (o +b)(1£[Xn,J,M<yn))] =1 +h. (9.36)
n=2

beZgp veZ

Using the definition (9.28) it is easy to see that forevery y € Gg and2 <n <R
one has

Xpsu+ Y 2R el Gy X, 5,000
(1,12)€Yq

. N . -2
< { 1_[ Z_Jn(l]+12)J81112DIL}AX(M)<J5DM(AO(M) — 27 In o y)> Ddu,
(h,l2)eYq
(9.37)

where § = (811 (11, 1)ey, and 8y, = 8if (11, I2) € Y and 6,5, = &' otherwise.
Since 2/17Jn § J DI (the separation condition (9.21)), for every y, h € Gy
satisfying [27/1 o h| < 1 we have

|Xn,J,/L(y ~h) — Xn,],p_(y)|

< stu{ ]—[ 2= in(li+1) JazlzzDu}
(I1,1r)eYy (9.38)

x/x(u)<J§D“(Ao(u)—2—/n o)) du.
R

Using (9.37)—(9.38) if |Qv + b| < 271 then we have

R R
‘ 1_[ Xn,J,u(yn ~Ap(Qu + b)) - l_[ X, 7.0 (Yn)
n=2 n=2

R
< _]—3#1_[ (/ X(un){ 1_[ 2—jn(11+12)J51112DM}
R
n=2

(l1,2)eYy

% <J§DM (Ao(un) _ 2 g yn)>7D dun>.

Since ZbeZQ Y vezlXjo. it (Qu + b)| S 1, we see that the required decom-
position (9.34) for the first term [y in (9.36) follows. The decomposition for
I> also follows using (9.31), (9.35) and (9.37). This completes the proof of
Proposition 9.3.
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9.3 Proof of Lemma 9.5

Observe that we may assume that k > D?, otherwise the conclusion s trivial.
Observe that we have a decomposition

Mif —fxUcgsu=Mif—fx* [ Z Kk,s]

s€[0,8k]
[ K]+ Y 6i]
se(log, S,6k] s€[0,log, S1
+ fxK ’
4 k.k 7Zda’k\Rq) logy S° Rilogzs

+f*|: kde d _Uk,],S,M_]'

<Dlogy S’ R<log2 N

To prove Lemma 9.5 it remains to show that for any f € 02(Gy), k > Dz,u,
J <k <2J,and § < J* we have the following estimates:

“Mkf — [ > K"’S] 2(Go ) 2N f e (9.39)
s€[0,8k]
_ 2
[+ X K], 571 Mg 9.40)
se(log, S,8k] 0
—k/D?
| £+ Gk R ey HzZ(GO) S22l (9.41)
~1/D
|.f = Ky Rdyk\R<mog25 R gy 5 ”132(@0) S ST e (9.42)
- U, ] s 9.43
“f ¥ [ k.k, RiDlogzs R<log2S k. J.8, 2(Go ) I 2@ ( )

Here and in the rest of this subsection the implicit constants are allowed to
depend on . The bounds (9.39) follow from Lemma 4.2. The bounds (9.40)
follow from (4.20)—(4.21). The bounds (9.41) follow from Lemma 5.1 with
B=R%

<10 2
To prove the bounds (9.42) we use Lemma 8.2 with ¢ = 0, so we have the
decomposition

K K / "
{( k.k Rd\RleogZS R<log25) k.k, RE\RY Rilogzs} f

= f*{E)" + 0"}, (9.44)

<Dlogy S’
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for any p € (Dlog, S, 8'k]. Here [0 |1 gy S 275, A =R\ R

i <Dlog, S’
B=RY
<log, §°

o= 3 > C@®/0.0)
a®/0eBn[0,1)¥ o€l A+(Zgo/Q)?1N[0,1)¢
x e(h“>.a)e(h<2>.(a<2>/Q))}

< TT 272 nsue™on
(h,l)eYq

X f sk 2(E D m<sia (€ PP (@)l 0 h).C1de.
Ré x R4

and

The function P was defined in (7.12), and the coefficients C satisfy the bounds
C@®/Q.0) 277",

foranya®/Q € RL,,, ¢N10, D ando € [RE\RL ) 0 s+ (Zo/Q)1N

[0, 1)4. Using this estimate and (7.27) (witht = 0), we see that || F,?’r et @) <

27P/(29) The desired bounds (9.42) follow by summation over p > D log, S.
Finally, to prove the bounds (9.43) we use first Lemma 6.1 to see that

—k
K ' - U, 1 <2
1Ky butiog, TR p1ogy 5 R gy s k.Sl (@) S

Therefore it remains to establish the following:

Lemma 9.6 Assume @ > 1, k > Dzu, J <k <2J,and S < J*. Then for
any f € £*(Gy),

x| K / — K ' ]
Hf [ k’k’RiDlong’Rilogzs k’D/“LUOgZ‘”’RiDlogZS’Rilogzs @2(@10)
—1
S STl (9.45)

Proof For w € Nand Z C {1, 2} we define the auxiliary functions

O | n<sw+) —N<gw if1 €T,
TwI - .
' N<s'w if 1 ¢ I,

(9.46)

@ JT=swtD) T N=bw if2eZ,
S if2¢7.
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Then we define the projections W 4. 4,7 and Ex . 5.7 as in (4.11),

Wi azEM) = Y T 0 D —a/g)),

a/qgeA

- 1

BrwsrE®) = Y T 0 € —b/g)),
b/qeB

where A € Q7 and B € Q¢ are 1-periodic sets. Then we define the associated
kernels

Kiw A1) = Lkw az(@)Newsz(g?),
1

Liwaz@") = ¢V g") /T g £ D)4 25 ED)
2 —

Niwsz(8?) =67 () fT e ED Brwpr(E?) de?.

Let wo := Dpu|log, J] and observe that

K d d’ - K d d’
kKR plogy 50 R<logy kw0, RS p 1ogy 59 R<logy §
k—1
= E (K d d - K d a
k’w+1’R§Dlog2S’R§10g25 k’w’RfDlogZS’RflogQS
w=wq
k—1
= 2 § K P ,
k’w’RSDlogQS’RglogQS’I

w=wo P#£T{1,2}

Therefore (9.45) is reduced to prove that for any w € [wg, k — 1] and Z # ¢

< n—w/D
I1f * Kk’w’RcéDlogzS’chlogzs’l—”ez(GO) S2 ||f||g2(([;,o). (9.47)
We examine the definition of the kernels K . d & . and notice
’w’Rngogz S’Rglogz S’

that we can replace the cutoff function ¢ by the cutoff function

dr.0(g) =n<p2F o gMnp2* 0 g?).

Indeed, letting Ky 4, 5,7 denote the corresponding kernel we have

K , _K
k’w’RiDlogzS’Rilogzsvz(g) kw,s.7(8)
= ($(8) — Pr0(s)) 3
aeR‘éDlogz Sﬂ[O,l)"xR‘gng Sﬂ[O,l)d/
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x 0(8.0)275 > "e(— Ag(n).0) x (2~ n){ I 21<(11+12)}

neZ (1,h)eYy

] | —
X I()(A( )(2 ”) Og(l))li}’):z( 2 kog( ))’
which shows that

2 _
| K — Kiw. szl S §PTPw <o,

R

k,w, R4 Slogy 87

<Dlogy S’ 1

To bound the operators defined by the kernels Kj ,, 5.7 we use again a high
order T*T argument, so it suffices to prove that

IHCkw,5.0) Kiow.s.7Y Fllezy S 2771 lezay)- (9.48)

The proof of (9.48) proceeds along the same lines as the proof of Lemma 8.2.
However, there are some subtle differences arising from the fact that we can
only hope for a rapid decay with respect to w, which might be much smaller
than k. In particular, this is the reason why we had to replace the function ¢
by ¢ 0. For the convenience of the reader we shall provide the details.

In view of (2.13)—(2.16) we have

{Kkow.5.2) Kiow.s.2) f = *Kp 5.7
where

K5z = Tartoysr [ 005 0)0% . £(6%) 60,

Td x T4’

and the multipliers IT} ¢ 7 and € ¢ 7 are given by

— ()
kw.sz(0) = Z { l_[ Ly R b togy 5:T5 o(h )Lk WRE gy 7,008 )}
h(-l) g(-l)eZd J=l

9(1) Z (h(l) (1)

1<j=<r
1 1 1
(=070 3w
l<j=r
1) &) (€] ()]
+ Z RO(_hl +8 hj +gj )}),
I<l<j<r

where Ly . 4,70 is defined as Ly 4, 4,7 except that we replace ¢(1) by (;5(1)
With Fj o defined in a similar way as in (5.3) (we replace n<sx by n<p) we
have
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2r
5.2 (0?) = | /T P =08 €@y ae?]

We first analyze the kernel 2, ¢ ;. Note that

Foo® _ v @)y g£@
[, Fro®® =205, )t

- > > n=p@Fog®he(—¢?.6% —a?/0)

U U
a® /Qengogz $N[0, )" g@ezd

_ @ A
X{ 1_[ 2 k(11+lz)}T1§)’)I(_2 kog(z)).
(1,h)eY}

Notice that we may replace the factor 7<p(2~* o g@) by 1 above, at the
expence of ¢! error term O (SZ’DZZ_DZ“’) < 27% (here we have used the fact
that integration with respect to 8 produces a delta and trivializes summation
in y). After this replacement we can use the Poisson summation formula and
we end up with

2
> > (e 0 —a®/0 — ).
a®[QERL,,, IO, ML

This means that we can deal with a simpler kernel

1 . 2 2
Kisz0)i=Tpuzr Y 0Pa®/0) [ e(0)
a®/QeR%, . snl0,H x

X Hi,w,s,z(Q“’, 0@ +d(2)/Q)(T,§)%)I(2k 00(2)))2r 26 @

We now focus on H,’Qw’S?I. As in (5.15)—(5.16) we may write

1 1
g, s (00, 09) = /(Td)b Vio@M, 0@V gV, D gDy

< [T A Y yma, 7 EGDSEY e 6D

<Dlogy S’
I<j=r

xdgVac" . agMagD, (9.49)
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where

Z 1—[ {¢(1)(h e (( 9(1) é_(l))‘hj)

hj,gjeZd 1=j=<r
x gily(gne(— @ —£").g))]
X e<—9(2).{ Z Ro(hj, hj —gj)

I<j=r

+ Y Ro(—hi+gi—hj+g}).

I<l<j<r

Further, proceeding as in the proof of Lemma 5.2 we see that for |2 0 )| <

2" and a®/Q € RL),, N 10, DY we have

Vo@D, 6@ +a®/0; ¢V e, e D)
— W@ b, 2[00 B yis . B y) + 0270,
where b,c € Z'¥ and B;,y; € [-1/(2Q), 1/(20)]¢ are defined in (5.22).

Here W& (@@ b, ¢) is defined in (5.24) and Z,:’O is a modification of (5.25),
i.e.

2r
2270(0(2)91319)/17’/31‘7)/7‘) = \/l%zrd{ 2kl}

—=
T

x [T {nepGepe(= @ o Bpxj)nzptpe(@ oy .y))|

I<j=r
xe(—(2k00(2)).{ 3" Ro(yj. yj — %))
I<j=r
+ > RO(_yl+xlv_Yj+xj)})dxjd)7j-
I<l<j<r

Further, we have an analogue of (5.18), namely

[Vio©@D,0? +a®/0; ¢V &V, D, 6D

2r
S[ l_[ 2kl} min [1_|_2k1 Sw”@(l) (1)||Q+2kl Sw”e(l) E(l)” ]

1<j<r
I<i<d 1<i<d
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1 1 1
for any 9(1) = (91( ))le{l,...,d} e T4, C} ) = (C;,l))ze{l
é(l) E )16{1 ,,,,, dy € T?. Using this we proceed as in Step 2 of the proof
of Lemma 8.2. Having a rapid decay unless 2/ ||91(1) — 5}11)||Q < 22w and

2K — g;},)ng <2Wvforall j e {l,...,r}andl € {1,...,d} we expand

the cutoff functions llf wRL T in (9.49) and we use Lemma 6.1 to obtain
<Dlogy

.....

! r,2 4rD(d+d')H—Dw /4 _
”K/:,w,S,I - Kk w, SI”(I(GO) < 8§ ( )2 w/ < o—w

where
r2 .
Ky w520 = Loy )
a®/QeR%  sNI0, D
> C@?/Q.0)
TEIRL o, s+ (Zo/Q1N[0, 1)
x e(y?.a?/Q) /R e(v.0)n<2sw+p (2 0 (0 — o))

: / 256?00 — M — 5,00 — (D o)
RZrd ' J J

x| H O E R N A VG L VAT

1 1
d%‘f >d§(> dgWar M
x (T (250 0@)) > a6 Mao®.

Here C(a'®)/Q, o) is defined as in (8.23) with

1 if a—b(,-/Q,o—cj/QeR‘éDlogzsforanyje{l ..... r};
0 otherwise.

to(0: b, ) = {

Note that C(a'®)/Q, o) satisfies the estimate
C@®/0.0)1 S 07107 < 0¥ < 57, (9.50)

foranya®/Q € RY, . N0, H? ando € [RL ), s+(Zo/Q)INIO0, ),
where Q1 is a denominator of the first component of o and C is the constant

from Proposition 2.2. Therefore it suffices to deal with the kernel K w.S.T

Next, we focus on the integral over 51(.1), ](1) above. Proceeding as in Step 3of
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the proof of Lemma 8.2 we are able to prove that up to an error term O (2~°%)
this integral is equal to Ik,w(Q(l) —0,09), where

@69 = [ TT T 15006 - @000 - )

1<j<r

X[fR ¢(— 007w,y ) [T {xw)xw)

I<j<r
e(— (250 0).D(v, ) dgdy}d)_c’dz’.
Therefore we have

2 r3 4rD(d+d")»—Dw/2 —
1K wsz = Kiwszlogy S )pmbw/2 < pmw

where

.3 o
K 520 = Lpkoy< Z

a®/0er?, N0,

<logy §

> C@a?/Q.0)

oelRL) logy s+ (Zo/ @)*IN[0,1)¢
x e(y.(o, a(Z)/Q))/ e(y.e)nfzs,ww(zk ION
Rd+d’
x (0 (25 009)) Y 1 1y (0) d0 Va6
Next, proceeding as in Step 4 of the proof of Lemma 8.2 we conclude

2
n<aswip@ 0 0D (T (250 02)) " 11y (0)
2
= n=su/2 (2 0 0250 @F 0 0D) (Y25 0 0P))”
x (T050)” P2 0 0) + 027/,
where P is defined in (7.12). Therefore using (9.50) we obtain

r3

(28) q4r(d+d’ -
1Ky w57 — Kk w.s.zle@ey S27 w/(28) gor(d+d) < H—w

where
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r4 -
Kyw.s2(0) = Lpkoy<y 2.
a®/QeR%, ., $NI0, )Y

> C@?/0,0)

ge[RiDlogz S+(ZQ/Q)d]m[0, l)d

Xe(y-(a,a(Z)/Q)){ 1—[ 2—k(11+12)}

(l,lh)eYy
X / e[27F 0 9).0]n<5020 D) <51 )2(0)
Rd+d’
x (Y20 (x ) P©) aoMao® .

Finally, to prove (9.48) it suffices to show that

r,4 w
”Kk,w,s,I”Z‘(Go) S2

If 1 € Z, then TI(UI’)I(O) = 0 and there is nothing to prove. Otherwise, since

T # () we need to have 2 € Z. This means that |9®)| > 23% and using (7.13)
with ¢ = 0 together with (9.50) we have

4 bre -
1K szl Gy S STEHI2w/C) < omw,

This proves (9.48) and consequently the proof of Lemma 9.6 is completed.
O
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Appendix A. Proof of Proposition 6.5

In this section we prove the estimates (6.32) and (6.34). We begin with proving
(6.34), which will be needed in the proof of (6.32).

A.1. Proof of inequality (6.34)
We examine the definitions (6.31) and (6.4), and rewrite

Wewr1(6) = We(®) = de(x) Y Skwz(x),
P#IC(1,2}
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where for 7 C {1, 2} we define

Staw.z(x) 1= S0 ;xS L (x @),
stz =1 T] r—"’}/x( O AD @) — 7 0 x V) du,

le(l,....d} (A.1)
2 - ~o .,
SOz =] [T e 0 I et o),
(1,h)eY)

and T,i)l’)z and T;Z)I are defined in (9.46). Let Sy w7 f == f *GY Sk.w.z- Notice
that

I6Stwz = Skwzlpigy ST IT#0, 0<w<k

Therefore, to prove (6.34) it suffices to show that if w > 0 and Z # ¢ then

” > us, wa‘

k>w

—w/D
Z(G#) v ”f”Lz(Gg)’

provided that |»;| < 1. In view of the Cotlar—Stein lemma it suffices to prove
that

||Sj,w,ISZ,w,I||L2(G§)—>L2(Gg) + ||87,w,15k,w,1||L2(G§)—>L2(Gg)
< t—Zw/Dt—|k—j\/D’ (A.2)

uniformly in0 < w < j < k and Z # . We will prove the estimates only for
the first term in the left-hand side above, since the second term can be treated
in a similar way.

With g = (81112)(11’12)6)/[[, 51112 =d6if (1, ) € Yt/i and 8110 = &’ as before, it
is easy to see that

Skwz()+ Y ORI @, 5, 1) ()|
(l1,l2)€Yq
i p (A3)
5 { 1_[ T_k(ll+12>+8lll2w}/ X(u)(‘taw(Ao(u) _ T_k OX)> dl/l,
R

(h,l)eYq
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uniformly in x € G¥, 0 < w < k. Observe that for every 6 € R+ we also
have

Sewz® =T 0T (k0 0?) /R X (wye( — 0.A0(t"w)) du.
(Ad)

Step 1. We prove first the bounds (A.2) when k — j > w. Using (A.4) we have
ng Sk.w.z(x) dx = 0 for T # {. Therefore the kernels Ky j of S; . 7S], 7

satisfy the bounds

1Kk, Gty < /G#ISj,w,z(y)l /G#lsk,w,z(x ¥) = Skw,z(x)dx dy.
0 0
(A.5)

Using now the bounds (A.3) we obtain

Stz ) = Stwz (@) S 7 ¢ T et} =i o y)
(1.)eYq
—D/8+1

X / X(u)<t‘§w(A0(u) —17%0 x)> du
R

X <r‘§w (‘L'_k o y))D/4

’

forany x,y € Gg, provided that k — j > w. Therefore, using (A.5),

) —(k—j)/2 —Jj (i +)+81 1w
||Kk,]||L1(Gg),§T /G#{ 1_[ T 1L }
0 (l1,h)eYy

< . —-D/4 .
X / X(v)<15w(A0(v) -1 70 y)> dvdy < 1= k=D/2,
R
This proves (A.2) provided that k — j > w.
Step 2. Assume now that k — j < w. Using a high order T*T argument it
suffices to prove that if 0 < w < k and Z # ) then

||(Slf,w515k,w,1)r”LZ(Gg)HLZ(Gg) N v (A.6)

Using the formulas (2.13)—(2.16) we see that (S,’{’"ijk,w,z)’f =f e K5,
where

2 2
Ki(z) = /R ) Rd{e(@.z)(Té}(ﬁoQ(z))) "I, 70V, 0P)d6, (A7)
X
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and
ro_____
. )] My oM () 1 (1 (1)
I 7(6) = /R M{]‘!Sk,w,z(h,. 50, e e 3 1 - gM)
=

1<i<r
2 z : 1 1

1<i<r

1 1 1 1
+ > Ro=hY g —h{" + g™)}) anVag".

I<p<i<r

Using the definitions (A.1), (8.21), and (2.24), and making the changes of
variables h;l) =17ko (A(()l)(vi) + vi), gl.(l) =17ko (A(()l)(ui) + x;) we rewrite

I y2(0) = / H (0T (e — (2 080).(xi — 1))

x {f e(— (t" 00T (x, y, u, v)) ]_[{x(uj)x(vj)}(A'g)
R i=1

e( — (‘L’k 06).D(v, g)) dgdy} didz.
In view of (A.3) we have
< ;—6Dw/2.

1Sk, 2CO Lz —koxj=104a10 L1ty S

To prove (A.6) it suffices to show that for a large fixed constant C, > 1 we
have

”Klrc(x)]l\r—komgc, Il (GY)

In view of (A.7), for this is suffices to show that for any O, 6@y e RY x RY
we have

2 2
(Y@ 0 6) I, 100, 62
S Y2k 0 0@ T (1 e Rk o gD (A)

This is similar to the proof in Steps 3 and 4 of Lemma 8.2. Indeed, first we
integrate by parts many times in x; (or in y;) in the identity (A.8) to see that

2) 2
|z (@ 0 0D) 71, 70, 6P|
S Pk 0 0@ (1 4 Bk 0 gV~
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forany (61, 0?) e RY x R¥", Tt remains to prove (A.9) if [tk @] < 275wt
and |5 0 6| < 3 In this case we can use Proposition 2.4 as in Step
4 in Lemma 8.2 to prove a suitable decay if |% o 6] > 7°*¥~*. Finally, if
|78 0 0] < 8% ~* then we may assume that 1 € Z, so

/Rz T 0w =0

for any multi-index 8 = (81, ..., Bq) € N€. This is similar to (8.25) and can
be used to show that |I,:’I(9)| < 7P if |tk 6 9] < % ~*. This finishes the
proof of inequality (6.34). O

A.2. Proof of inequality (6.32)

The space X = Gg endowed with the Lebesgue measure Kt = | - | and the
quasi-metric

_ 1/ +L
aggCe v = sup (Joey ™| YO) xvech a0
(l1.2)eYy

defines a space of homogeneous type (G, B(G‘g), Gt ng). This in turn
allows us to associate a system of dyadic cubes for X in the sense of Christ
[18, Theorem 11].

Following [35, Section 3 and 4, pp. 6721-6726] we can define the martingale
sequence ¢ f (x) = E[f|Fi](x) fork € Z,x € G*, and f e LI]OC(Gg), where
Fi is the filtration corresponding to the system of Christ’s dyadic cubes, see
[35, formula (27), p. 6721] and [35, Lemma 3.1, p. 6721].

An important ingredient in the proof of inequality (6.32) will be Lépingle’s
inequality [41,45], which asserts that forevery 1 < p <ocoand2 < p < 00
and every f € L? (Gg) one has

IVAES 2k € Dl oty Spo 1/ net (A.11)

We now establish certain variational estimates necessary to prove (6.32). In
a similar way as in (6.31), let us define new kernels on Gg by setting

Wi (x) := /R . no(t 0 &M yno(r" 0 EPe(x &) (") dE,

xEG#, T > 1.
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Observe that
Wi (x) = / T x M Y (x — Aow)) du, x € G,
R
where for k € Z and x € Gg we set

v = [T oy on, ye) =moxOi—x®).

(l1,)eYy
The main result of this subsection is stated below.
Lemma A.1 Let2 < p < oo be given. Then for any g € L? (Gg) one has
VA (g gr Wi k € D)ll 2ty Spve I8l 2t (A.12)
Proof We reduce the matters to Lépingle’s inequality for bounded martingales

(A.11).
Step 1. Let 110 := [ x (x)dx and define

Tig(x) i= g *gp Wi(x) — 8 %g (o) (x) =2 g #gp Ke(x),  x € G,
Observe that

IVP(g %8 We sk € Dl 2ty S IVP (@ gy Vi b € Dl 2,

172 (A.13)
nel) |
+ H(Z| k8l LG}
keZ
As in the Jones—Seeger—Wright paper [35] we can conclude that
IVA(g g Y < k € Dl 2ty Spve I8N 2ct)- (A.14)

Indeed, let E f denote the martingale sequence, as above, and define the
martingale difference operator D = E; — E;_; and proceeding as in the
proof of [35, Lemma 3.2, p. 6722] we are able to prove that there is a constant
y > 0 such that for any f € Lz(Gg) the estimate

| @ f) * gt Wrtokrmy+s = EirmDm fl 2ty S T D £ 2
holds uniformly in k,m € Z, and b € Zy,; here My € N is fixed but large

constant such that § = 270 in the construction of Christ’s dyadic cubes, see
[18, Theorem 11]. This estimate and a simple square function argument (see
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[35, Section 4, p. 6724]) reduces (A.14) to Lépingle’s inequality (A.11) and
the claim follows.

Step 2. The proof will be completed if we estimate the square function
from (A.13). By Khintchine’s inequality it suffices to show that for every
f e Lz(Gg) one has

H Z %kag‘
keZ

for any coefficients x; € [—1, 1]. Using the Cotlar—Stein lemma it remains to
prove that

<
LZ(Gg) ~ ”g”Lz(Gg)’

IKE *68 Kl gy + 1K) *g Killpeny St 570 k=) (Al9)

We prove only the first estimate since the second one is analogous. Note that
K #gp K ()] < /@#'K"(”' Kix™' - y) = Kex ™D dy,  (A16)
0
since we have ng K;(x)dx = 0. Further, using the estimate

Wity =2 = =2l ST T ek
(h,b)eYq

D+1,_—k —D/2+1
yPH (T 2+

X('[_joy 0Xx)

which holds uniformly ink > j, [t % oz| < 1,and x, y € G¥, we obtain

[Ki(x - y) = Ky (x) |

< ¢kl l_[ t—k(11+12)}<r—j o y)PF1 gk o x)=D/2H],

(1,12)€Yq
Combining this with (A.16) and a simple estimate
Kols{ [T =77 on™2,
(l1.h)eYy

we conclude

K #ee Ky S k0T r—k<ll+l2>}<r—k ox) PR x G
(l1,)eYy

This shows (A.15) and the proof of Lemma A.1 is completed. m|
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We now prove inequality (6.32). Note that

[veer *Gh Wik : k = 0)||L2(Gg)
< [VOCf e Wik € D oy,

~ 12
+ H(Z |f *gz (Wio — Wk)|2)
k>0

L2(G})

~ - 172
+ 221 wer Frawsr = Wi 2)

weN k>w

L2GY)’

The p-variations are bounded due to Lemma A.1. The first square function is
bounded due to the following pointwise bound

|f #gp (Wio = W)l S T 21 f gy Ex(x),
where

Ep(h) = { I1 2—k<11+12>}<2—k oh)™P,  heGh
(l1,)eYy

Appealing to Khintchine’s inequality and (6.34) we conclude that the second
square function is bounded by a constant multiple of 2~*/2| f|| L2(Gh) which

completes the proof of (6.32). |

Appendix B. Proof of Proposition 9.4: shifted maximal function

Using the definition of Ji(§), (see (6.4)), and (6.8) we obtain

Wiwo) =¢e( [T 02 0™

(l1,h)eYy
x / xOT (B (27 o n® — AP (x)))
R

x o (B? 27" o h®)) dx,

where B = (B, @) = (By,) € R, By, = 2000 if by £ 0, By, =
28] if [ = 0. We define the quasi-norm on g4 : R¥ — [0, 00) by

apx) = sup (B, lx )G, (B.1)
(l1,)eYy
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Since qg(A o x) = Aqg(x), we have

(1,h)eYy

x (1 +27%qp(h — A0(2ku)))_D du. (B.2)

For Q € Z,,h € Hg, and u € [-2, 2] we define

Mowauf® = sip (T 0fuu270+)

keN, 24/2>8 02w/ (l1.)eYy

X > FO, (B.3)

{yeHp:qg(h-y~'—Ao(2Fu)) <2k}

and notice that, as a consequence of (B.2),

o0

2
1 4510 Wian. o] £ 327 [ Mo 2omaf h) du
n=0 —2

for any h € Hy, integer k satisfying 2K/2 > 802w/ and f e P (Hp),
uniformly in Q and w. Therefore, for Proposition 9.4 it suffices to prove the
following:

Theorem B.1 Forany Q € Z, w € N, and u € [—2, 2] we have

1Mo w.ullermg)—eroomy) S (w+ 1),

(B.4)
IMo.wuller@g)—erag Sp (w+1),  pe(l,00]

B.1. Proof of Theorem B.1

We begin with some simple observations related to the quasi-distance qg and
the associated quasi-balls Bg i, (x, r) defined for any x € Gg and r > 0 by

Bg(x,r) ={y e G}: qp(x - yh<r),

1 (B.5)
Bﬂ,HQ(x, r)={yeHp:qgx-y ") <r}=Bgx,r) NHp.

We record first several simple properties, which follow directly from the defi-
nition (B.1) and the observation that 1 < f;,;, < ,3,1 o forany (I1, 1) € Y4 and

I efl,...,d).
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. . . #.
Lemma B.2 The following relations holds uniformly for any x, y € Gj:

(@) qp(x) = 0 for every x € Gg and qg(x) = 0 if and only if x = 0,

(®) qp(x +y) +qp(x - y) S qpx) +qp(y),

(© gp(xh) = qp(x),

) T+qp(x) S1418x] S (1 +ap))>, where Bx := (Bl %1,1)11,-

We start with a simple lemma concerning the cardinality of the quasi-balls
Bg m,(x, 7).

Lemma B.3 Forany x € Gg andr > 2Q2‘3,w we have

rl1+lz

Q:Blllz .

|Bp sy (x, 1) =
(l1,h)eYy

Proof Observe that for x, y € Gg we have

-y H W =x Wy e y™H® =@ — y® 4 Ry — XD, y((lls))é)

Therefore

Bpm,(x,r) = [yV € (02)¢, y? € (Q2)" :
Brolxio — yio| < ' foranyl e {1,..., d} (B.7)
and B, %15 — yiyi, + RoyW —x Wy, 1 < #1172 for any (14, 1) € Y}

This desired volume bounds follow. O
Next, we prove two facts concerning the quasi-norm qg and shifted balls.
Lemma B.4 There exists a universal constant Coy > 1 such that for any x €

Hg, u € [-2,2], and any k € N satisfying 2k/2 > 2Q25/w, there is z € Hyo
such that

{yeHg:qp(x -y~ — Ao@*w) < 2%} € Bpm,(z. Co2").  (BI)

Proof We choose z € Hy satisfying the inequalities

Brolzno — xno + Q) <2 e (1, ..., d), (B.9)
Bunlzin — Xy, + Ro(x™D — 2z x @ — A(()l)(2ku))1112|
< oki+l) =y )y e Y. (B.10)
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This is indeed possible due to the assumption 20wt < 2k/2, Using (B.6)
we see that for any y € H satisfying qg (x L A0(2ku)) < 2% we have

Brolxio — yo — Q] < 2K 1 e (1,..., 4}, (B.11)
lglllzlxlllz - ylllz + RO()’(I) - x(l), y(l))1112| < 2k(ll+lz)7 (lla 12) € Y[/{
(B.12)

We want to show that y € Bg m,(z, Co2¥) for some large constant Cy. Using
(B.9) and (B.11)

Biolzio — yol <2F 1 <1y <.
To finish the proof of Lemma B.4 it is enough to show that

Bz — yii + Ro(y®P — 20,y Wy, ) Lok gy 1y e 7).
(B.13)

This follows by combining the bounds (B.9)—(B.12) and the identity

(1 (€]

2ty — Y + RoO™ — 20y Dy, = % — v + Ro® — x Dy,
1
+ 2, — Xl + RO(-X(I) - Z(l)v x(l) - A(() )(Zku))lllz

1 1 1
+ Ro(x ™ — 2 — AP @4u) + AJY 2wy, y P = x D + A )(2k”))1112‘

This completes the proof of the lemma. O

Lemma B.5 There is a constant C1 > 1 such that for any u € [—2,2],
x € Hg, and n € Z satisfying 212 > Q28/w+3 there is a sequence of points
{x0, x1, ..., xwg10} € Hp, x = xyy10, with the following property: if z €
Ho, k < n satisfies 2k/2 > 028w+ gpg

{yeHo: qp(z-y~' = A0@"w) <2} € Bgmy(x, 2", (B.14)
then
Bgmyz.2S | Bpm,(xj. C12). (B.15)
j€{o,...,w+10}

Proof For any s > 0 we define a point x; = X € Hy such that the inequalities

BiolXi0 — x10 — 2" Sw)'| < 2™,
Buuts | %11 — X1, + Ro(x(l) —xD x4 A(()l)(Z"_Su))

+ (2n—su)11+12| < 2n(11+lz)’

L, (B.16)
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forany/ € {1,...,d}and any (I1, ») € Yé. Such a choice is possible because

of the assumption /2 > Q25/w+4, and, in fact, we can set x; = x if s >
10 + w.

Given these points {xp, ..., Xy+10}, assume now thatk =n — s, s > 0, is
an integer and z € H is a point such that the inclusion (B.14) holds. With
X = xy we would like to show that Bg m, (2, 2Ky ¢ Bp.m, (X, C12"). In view
of Lemma B.2 it suffices to show that

ap(z -3 <2m (B.17)

~

To see this we fix a point y € H such that qg (z cyh— Ao(2ku)) <2k and
notice that z - X~! = E + I, where qp(E) $2%and I = Aog(Q¥u) -y - X!
satisfies

7D = y(l) 7 4 A(()l)(Zku),
1? = y@ 5@ 4 RyGD, 7DV + Ry(A 2ku), y 1)
1 ~
— Ro(Ay’ @ u) +y ., xD).

We would like to see that qg(I) < 2". Since y € Bg m, (x, 2™) we have

Brolxio — yiol <2 1efl,....d)
Builxis, — v, + RoOy™P —x @,y )y, < 20021y 1) e v,

see (B.7). Combining these inequalities with (B.16) and recalling that B9 =
B, > 1 it follows easily that qg(7) < 2", as desired. O

Now we are ready to complete the proof of Theorem B.1.

Proof of Theorem B.1 Step 1. We define an auxiliary maximal function

Mouf () = sup |Bg,m, (g, 257"
hEBﬁ,HQ (g72k)’ Zk/zz Qzu,v/x

x Y 1fO)l. heHy,

yEB,B,]HIQ (g,2k)

where the supremum is taken over all the quasi-balls Bg 11, (g, 2%) that contain
h.Forany f € ¢! (Hg) and A > 0 we define the set

O :={heHy: Mg.,f(h) = A} (B.18)
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By a standard Vitali covering argument (using also .Lemma B.2 (b)) we can
select a maximal finite family of disjoint balls Bé’HQ = Bpm, (8, 2K,
2Ki/2 > 2w/8 j e J(A, f), such that

|B‘é,HQ|_1 Z | f(»)|>=A  forany j € J(A, f),
j

Ao (B.19)

j =
U Bgu, 0 U Bhu,
Jjelnf) JeT0nf)

yeB

where Eé,HQ = Bé,HQ (&) C>2kiy is a} fixed multiple of the quasi-ball B/é,HQ
for a suitable constant C; > 1. In particular,

0il = Y7 1Bhal= D 1B, S Iflo@g/r (B20)
JEJ( f) JeJ f)

so the operator M 0,w 18 a bounded operator from 2! (Hp) to EI’OO(HQ), uni-
formly in Q and w.

Step 2. To complete the proof of the theorem it suffices to show that there
is a constant C3 > 1 sufficiently large such that

[{h € Ho: Mgwuf(h) > C3A S (1 4+ w)|{h € Hg: Mg, f(h) > A},
(B.21)

for every A > 0. Using the definition (B.3), we see thatif Mg ,, , f(z) > C3A
then there is an integer k satisfying 2€/2 > 8 02%/8 such that

[T opun2 ) > O = Ch

(l1,12)€Yy {yeHp: qp(z-y~1—Ao(2ku)) <2k}
(B.22)

Using Lemma B.4 we know that there is 7 € H such that
lyeHg:apz-y~" — Ao*u)) < 2%} € B, @ Co2").  (B.23)

Using Lemma B.3 and (B.22), and assuming that C3 is sufficiently large it
follows that

1Bpu, @251 Y If)l =24, (B.24)
y€Bgm, F.25H9)
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where a is the smallest integer with the property that 2¢ > Cy. Therefore
Bg 1, @, 2ktay c O, (see the definition (B.18)), so the ball Bg 1, @, Dktay

intersects one of the selected balls Bé Hy for some j € J(A, f). Therefore

Bp i, Z. 2 Eé,HQ C Bpp(g;.297")  forsome j € J (. /),
(B.25)

where b € N is a universal constant such that C, < 2bandk+a <k j+b.
On the other hand, we use Lemma B.5 (with n = k; + b and x = g;),
starting from the inclusion (B.23), and (B.15), so

ze  |J  Bemy(gh 125,
i€{0,...,w+10}

for suitable points g; € Hy (that do not depend on k). Consequently we get

zeHp: Mowuf@=Cx}c U Bpgl(gh €127,
JEI O f) i€(0,...w+10)

The desired estimate (B.21) follows using also (B.20), which completes the
proof of the theorem. O
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